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1. Introduction

A significant leap in record-breaking 
power conversion efficiencies (PCEs) of 
single-junction bulk-heterojunction (BHJ) 
organic solar cells (OSCs) to over 18%[1] 
has recently been achieved. This can be 
credited to the rapid developments of new 
non-fullerene acceptors (NFAs) paired 
with suitable high performing polymer 
donors. While these breakthroughs are 
encouraging, it remains crucial to attain 
a deeper and more comprehensive under-
standing of the underlying mechanisms 
governing these novel and high per-
forming polymer:NFA systems. Several 
recent studies have attributed the high 
performances of NFA-based solar cells 
to an improvement in the open-circuit 
voltage (VOC) without significantly dimin-
ishing the charge generation efficiency.[2–4] 
Particularly, in polymer:NFA systems, 
high VOC values have been achieved with 
efficient charge generation regardless of 
a very small energetic driving force for 

Even though significant breakthroughs with over 18% power conversion 
efficiencies (PCEs) in polymer:non-fullerene acceptor (NFA) bulk heterojunc-
tion organic solar cells (OSCs) have been achieved, not many studies have 
focused on acquiring a comprehensive understanding of the underlying 
mechanisms governing these systems. This is because it can be challenging 
to delineate device photophysics in polymer:NFA blends comprehensively, 
and even more complicated to trace the origins of the differences in device 
photophysics to the subtle differences in energetics and morphology. Here, 
a systematic study of a series of polymer:NFA blends is conducted to unify 
and correlate the cumulative effects of i) voltage losses, ii) charge genera-
tion efficiencies, iii) non-geminate recombination and extraction dynamics, 
and iv) nuanced morphological differences with device performances. Most 
importantly, a deconvolution of the major loss processes in polymer:NFA 
blends and their connections to the complex BHJ morphology and ener-
getics are established. An extension to advanced morphological techniques, 
such as solid-state NMR (for atomic level insights on the local ordering and 
donor:acceptor ππ interactions) and resonant soft X-ray scattering (for 
donor and acceptor interfacial area and domain spacings), provide detailed 
insights on how efficient charge generation, transport, and extraction pro-
cesses can outweigh increased voltage losses to yield high PCEs.
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exciton dissociation (ΔGS1-CT), where ΔGS1-CT is defined as the 
energy difference between the charge-transfer (CT) state and 
singlet-exciton (S1) state of the lower bandgap component in 
the blend. While blend systems with low energetic offsets are 
sought for achieving high VOC values, such blends commonly 
suffer from modest short-circuit current (JSC) and fill-factor 
(FF) values, which can limit the PCE.[5–8] This compromise 
between VOC, JSC, and FF has been observed in numerous 
recently reported systems, and was more commonly found in 
polymer:fullerene blends.[5–9] However, of late, some reported 
high performing polymer:NFA blends have managed to opti-
mally balance this tradeoff and achieve PCEs ranging from 
10–18%.[5,10–15] Therefore, attaining a deeper understanding of 
the charge generation dynamics in conjunction with a study 
of the voltage losses in blends with low energetic offsets has 
become crucial. Besides an understanding of the aforemen-
tioned processes, non-geminate recombination and charge 
extraction dynamics are the other important parameters needed 
to understand the delicate interplay between VOC, FF, and 
JSC. Non-geminate recombination has been shown to be the 
dominant loss process in most high performing non-fullerene 
acceptor BHJ OSCs.[4,16–20] As a consequence, reducing non-
geminate recombination would give rise to an overall improved  
device performance. Non-geminate recombination occurs 
when free electrons and holes originating from different 
excitons meet and recombine. In competition with the non-
geminate recombination process is charge extraction. It has 
been shown that if the charge extraction time (τex) is faster 
than or comparable to the recombination time (τrec), then 
charge recombination can be curtailed, and FF and JSC values 
can be improved.[6,21,22] Concomitant with all these processes 
is the morphology of the BHJ blend that warrants an in-depth 
investigation due to its direct impact on the charge genera-
tion, recombination, and extraction processes.[6,11,21] In this 
work, morphological investigations that include solid-state(ss) 
-NMR (for insights on D:A interactions and local atomic-level 
ordering)[23] and resonant-soft x-ray scattering (RSoXs) (for the 
D:A interfacial area and domain spacings)[24] provide a detailed 
picture of how donor (D) and acceptor (A) molecules pack in 
polymer:NFA BHJ blends offering insights on the connections 
between device photo-physics and morphology.

We begin by systematically varying the S1-CT offsets 
for a series of polymer:NFA blend systems by fluorinating 
the IOTIC-based NFAs. The cumulative effect is investi-
gated by systematically tuning the S1-CT offset for a series 
of polymer:NFA systems on the i) voltage losses, ii) charge 
generation efficiencies, iii) non-geminate recombination and 
extraction dynamics, and iv) D:A interfacial area, short-range 
atomic-level (nm to sub-nm) ordering and interactions. As a 
result, a quantitative understanding of the charge dynamics 
that starts at photoexcitation and ends at charge extraction has 
not been attained for a series of polymer:NFA blends with sys-
tematically fluorinated NFAs. The effect of fluorinating NFAs 
is known to be a widely used method to enhance photovoltaic 
device performances in polymer:NFA blends.[5,25–30] How-
ever, because of the structural similarity in the NFAs used, 
it becomes rather challenging to identify the molecular level 
origins of this subtle change in molecular structure and its 
consequent impact on device performances. In fact, while 

there are several studies in the literature that have utilized 
ssNMR to characterize blend morphologies for polymers or 
polymer:fullerene blends,[23,31–37] the application of ssNMR 
techniques to characterize structurally similar polymer:NFA 
blends is limited.[11,38] While fluorination in conjugated 
systems has been shown to result in improved molecular 
level interactions and charge transport by many previous 
reports,[29,39–41] this is the first time that crucial differences 
such as ππ interactions and local ordering in polymer:NFA 
blends could also be resolved via ssNMR. Here, we posit that 
low energetic offset polymer:NFA systems with low voltage 
losses are key in attaining high PCEs—but not without a 
caveat. The drawbacks brought forth by low energetic offset 
systems can only be circumvented with a comprehensive 
understanding of the charge generation, recombination, and 
extraction dynamics, as well as a further deconvolution of 
the role of the nuanced differences in the BHJ morphology 
in these specific processes. Hence, from this systematic work, 
we uncover the genuine effects of changing the energetic off-
sets on the tradeoffs between VOC, FF, and JSC of the studied 
blend systems.

2. Results and Discussions

2.1. Chemical Structures and Energy Levels of Donor  
and Acceptors

Figure  1 shows the energy levels and chemical structures of 
the polymer donor and NFAs used in this study. The PTB7-Th 
donor polymer was used in conjunction with a series of non-
fullerene -based acceptors. The IEICO and IEICO-4F NFAs 
first reported in previous studies[30,42] are used in this study, 
along with the IOTIC-2F NFA consisting of different isomeric 
ratios compared to the molecule previously reported in lit-
erature.[43] For consistency in naming across the three NFAs, 
the IEICO and IEICO-4F NFAs will be referred as IOTIC and 
IOTIC-4F, respectively, in the scope of this study. Due to the 
variation in the isomeric ratios of the NFA (Table S1, Sup-
porting Information), the IOTIC-2F NFA will be referred to 
as IOTIC-2Fa. Therefore, we will be investigating the perfor-
mance of the PTB7-Th donor with the IOTIC, IOTIC-2Fa, and 
IOTIC-4F NFAs. The consecutive additions of two fluorine 
atoms on the IOTIC-based acceptors (2- and 4- fluorine atoms) 
causes the highest occupied molecular orbital (HOMO) of 
the acceptors to be deeper leading to larger energetic offsets. 
For a consistent comparison of the three blends, conventional 
devices with a PEDOT:PSS layer as the bottom contact and 
evaporated barium capped with aluminum electrodes as the 
top contact were used.

2.2. Photovoltaic Performance

Figure  2a shows the J–V curves at 1 sun illumination 
(100 mW cm−2, AM 1.5) of the three optimized blend systems. 
The average PCE values from 30 devices for each blend system 
are included in Table  1. The three representative J–V curves 
show that with a decrease in the energetic offsets (i.e., from 
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PTB7-Th:IOTIC-4F to PTB7-Th:IOTIC), there is an increase in 
the VOC values from 0.72 to 0.88 V and a concomitant decrease 
in the JSC values from 20.5 to 10.7  mA cm−2 of the devices. 
Decent FF values above 60% are retained in all three systems, 
with the PTB7-Th:IOTIC-4F blend system exhibiting the highest 
FF of 68%. Integrated JSC values from external quantum effi-
ciency (EQE) spectra of all three blend systems are within 4% 
of the average JSC values measured via the J–V characteristics 
of the devices at 1 sun illumination (Table 1). A combined sim-
ulation and experimental approach[44] was used to obtain the 
internal quantum efficiencies (IQEs) for all three blend sys-
tems. The IQE is defined as the ratio of the number of charge 
carriers extracted from the device to the number of photons  
absorbed in the active layer. Therefore, IQE measurements 
provide useful information about the electrical properties of a 
device that EQE measurements alone cannot.[44] Here, differ-
ences in the IQEs of the three blends suggest decreased charge 
generation efficiency and extraction upon going from the PTB7-
Th:IOTIC-4F to the PTB7-Th:IOTIC blend system (Figure 2b).

To ensure that all three blend systems were pertinent for a 
systematic comparative study, the solar cells were first tested 

under varying light intensities (I) to qualitatively determine 
the dominant type of non-geminate recombination mecha-
nism by measuring the light intensity dependence of the VOC 
(Figure S2, Supporting Information).[45,46] The light intensities 
were decreased by neutral density filters and the VOC versus 
ln(I) plots exhibited a slope of  s  ≈ 1 kT/q for all three blends, 
where k is the Boltzmann constant, T is the absolute tempera-
ture, and q is the elementary charge. To ensure that the effect of 
leakage current did not contribute to (increase) the slopes of the 
VOC versus ln(I) plots,[47] the dark J–V curves at different light 
intensities were plotted and analyzed (Figure S3, Supporting 
Information). Additionally, literature reports have suggested the 
effects of non-ohmic contacts that may hinder charge collec-
tion efficiencies on the light intensity dependence of VOC. Any 
issues arising from the collection efficiency as a result of using 
barium as an interlayer should be reflected on the VOC versus 
ln (I) plots where the VOC should saturate at higher intensities 
and show lower slopes than kT/q, rather than a slope of kT/q 
(suggesting dominant bimolecular recombination processes). 
Since all three blend systems show slopes of kT/q with no 
obvious saturation at higher intensities, we can confirm that 

Figure 2.  a) J–V curves at 1 sun illumination (100 mW cm−2, AM 1.5) and b) EQE and IQE spectra of the three blend films.

Figure 1.  a) Energy levels of materials used obtained by cyclic voltammetry and chemical structures of b) PTB7-Th donor and c) IOTIC, IOTIC-2Fa, 
and IOTIC-4F NFAs.
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the collection efficiency of the devices is not compromised. 
To illustrate this point further, the VOC versus ln (I) plots of a 
device consisting of just aluminum (a non-ohmic contact) is 
now included in Figure S4, Supporting Information. In this 
case, as a result of the saturation of the VOC values at higher 
light intensities, slopes of less than kT/q were observed. The 
VOC versus ln(I) plots were further measured at temperatures 
ranging from 200 to 300 K. Remarkably, all three blend systems 
showed s ≈ 1 kT/q at all temperatures in the range of 200–300 K,  
suggesting dominant bimolecular recombination mechanism 
processes (Figure S5, Supporting Information). Evaluating the 
temperature dependence behavior of VOC versus ln(I) plots are 
often neglected in the literature, however, its importance has 
been highlighted by Koster et al.[45] for confirming the dominant 
recombination loss processes. Such a confirmation is espe-
cially important for a comparison of the three blend systems 
chosen for this systematic study, as variations in the dominant 
recombination mechanisms; for example, the presence of trap 
assisted recombination could lead to an inconsistent compar-
ison of the three blend systems.

2.3. Quantifying Voltage Losses

To quantify the voltage losses that limit the VOC in the three 
blends, we evaluate the energy loss, Eloss as

loss 1 OCE S qV= − 	 (1)

where, S1 is the singlet exciton energy of the lower bandgap com-
ponent in the blend and q is the elementary charge. For a precise 
measurement of the singlet exciton energy of the lower bandgap 
components in the blends, we use the optical method described 
by Vandewal et al.[48] (Figure S6, Supporting Information). The 
S1 states of the three blend systems are also shown in the energy 
loss diagram depicted in Figure 3. To obtain the S1, the intersec-
tion points of the emission spectra (from electroluminescence 
measurements, EL) and absorption spectra (from photovoltaic 
EQE measurements, EQEPV) of the lower bandgap components 
in the blends (NFAs: IOTIC, IOTIC-2Fa, IOTIC-4F) were deter-
mined. From this analysis, it was found that upon fluorination, 
the IOTIC-based NFAs show a decrease in the S1 from 1.44 eV 
(IOTIC) to 1.36 eV (IOTIC-2Fa) to 1.34 eV (IOTIC-4F).

Losses limiting the VOC can be further divided into two 
parts: losses due to charge transfer as defined by the differ-
ence between the S1 and the energy of the CT state (ECT), and 
losses due to recombination and energetic disorder defined by 
the differences in ECT and VOC. Commonly, to identify the CT 
state in a blend, the EQEPV is measured, and the CT state is 
identified as the absorption feature visible at energies lower 
than the bandgap of either the donor or the acceptor. The ECT is 

then determined by fitting an expression derived from Marcus 
theory (Equation S1, Supporting Information) to the tail of the 
blend EQEPV spectrum.[49] However, the CT state is not always 
pronounced in the low-energy tail of the EQEPV spectra, espe-
cially in blends where the energetic offsets between the donor 
and acceptor are low (i.e., low HOMO-HOMO or LUMO-
LUMO offsets),[5,8,14,50] and so it can be difficult to distinguish 
the energy of the CT state from the donor or acceptor singlet 
state. It is possible, however, to significantly reduce the degrees 
of freedom in the fitting by 1) performing a simultaneous fit 
to both the EQEPV ( S1, Supporting Information) and the EL 
(Equation S2, Supporting Information) spectra[3,9,11,51–53] using 
equations derived from Marcus theory, as was first demon-
strated by Vandewal et al.[49] and 2) calculating the EQEPV down 
to values on the order of 10−7 using sensitively measured EL 
data and the reciprocity relationship shown in Equation S3, 
Supporting Information.[54] In all three blend systems, the 
added sensitivity of up to four orders of magnitude with the 
calculated EQEPV data (Equation S3, Supporting Information) 
from the reciprocity relationship allows for a better deconvolu-
tion of the Gaussian-shaped CT absorption which was previ-
ously absent from the sharp absorption tail of the measured 
EQEPV data (Figure S7, Supporting Information). From such 
an analysis, the ECT values in the three blend films were esti-
mated to be 1.390, 1.295, and 1.260  eV for PTB7-Th:IOTIC, 
PTB7-Th:IOTIC-2Fa, and PTB7-Th:IOTIC-4F, respectively. It is 
worth noting that despite the reduction in degrees of freedom 
in the Marcus fitting, the ECT values obtained here serve only 
as an estimate, due to the significant uncertainty that arises in 
separating the CT state emission and the singlet exciton emis-
sion in low energetic offset systems. Therefore, we report the 
CT energy in this blend—as has been done in some recently 
reported papers[9,11,53,55]—with a caveat that the obtained ECT 
value is an estimate only.

Figure 3.  Energy loss diagrams of the three studied blend systems from 
S1 to VOC.

Table 1.  Average PCEs obtained at 1 sun illumination (100 mW cm−2, AM 1.5) from 30 devices for each blend system.

Blend system VOC [V] JSC [mA cm−2] Integrated JSC from EQE [mA cm−2] FF PCEmax (PCEavg) [%]

PTB7-Th:IOTIC-4F 0.72 ± 0.002 20.5 ± 0.5 19.7 0.68 ± 0.02 10.2 (10.1 ± 0.2)

PTB7-Th:IOTIC-2Fa 0.79 ± 0.003 14.8 ± 0.7 14.5 0.60 ± 0.02 7.2 (7.0 ± 0.2)

PTB7-Th:IOTIC 0.88 ± 0.003 10.7 ± 0.5 10.3 0.60 ± 0.01 6.0 (5.7 ± 0.3)

Adv. Energy Mater. 2020, 10, 2001203
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Nevertheless, due to the uncertainty in the absolute values of 
the obtained CT energies, we adopt the temperature-dependent 
VOC method as a second technique to further corroborate the 
trends of the measured ECT values at room temperature of the 
three blend systems (Figure S8, Supporting Information). It has 
been shown that the extrapolation of temperature-dependent 
VOC conducted at different light intensities to 0 K corresponds 
to the ECT value at 0 K.[49] Since the ECT values exhibit some 
temperature dependence, the values at 0 K will be lower than 
the values measured at room temperature.[49,56,57] The similar 
variation in the ECT values between the three blend systems of 
≈130 meV at both room temperature and 0 K can be used to 
verify—if not the absolute values—at least the trends in the ECT 
values measured at room temperature (Table S1, Supporting 
Information).[57] From such an analysis, a rough estimate of 
the energetic offsets (ΔGS1-CT) in these systems can now be 
determined. The PTB7-Th:IOTIC, PTB7-Th:IOTIC-2Fa, and 
PTB7-Th:IOTIC-4F blends exhibit energetic offsets of approxi-
mately 0.050, 0.065, and 0.080 eV, respectively.

Next, losses due to recombination, which can be divided 
into radiative (ΔVrad) and non-radiative losses (ΔVnon-rad) are 
quantified (Equation S4, Supporting Information). As derived 
from a detailed balance analysis, about 0.200–0.250  eV of 
radiative recombination is needed to establish thermodynamic 
equilibrium.[58] On the other hand, it has been shown that a 
large part of recombination losses occur non-radiatively, span-
ning a range of 0.210–0.550 eV.[59,60] In recent years, there have 
been numerous reported studies showing correlations between 
non-radiative recombination losses and carbon-carbon bond 
vibrations,[59] molecular orientation at the donor-acceptor inter-
face,[51,61] energetic driving force,[3,5,9] and ECT values.[59]

From the equations described in Section 4.3, Supporting 
Information, losses due to radiative recombination in the 
PTB7-Th:IOTIC, PTB7-Th:IOTIC-2Fa, and PTB7-Th:IOTIC-4F 
blend systems are calculated to be 0.227 ± 0.003, 0.212 ± 0.003, 
and 0.203  ±  0.003  eV, respectively. Inserting the experimen-
tally measured EQEEL (Figure S9, Supporting Information) 
into Equation S6, the losses due to non-radiative recom-
bination in the PTB7-Th:IOTIC, PTB7-Th:IOTIC-2Fa, and 
PTB7-Th:IOTIC-4F blend systems are determined to be 
0.290  ±  0.003, 0.305  ±  0.003, and 0.338  ±  0.003  eV, respec-
tively. The measured non-radiative recombination values are 
further confirmed by the calculated non-radiative recombina-
tion losses, using the procedures described in Section 4.3, Sup-
porting Information. The breakdown of the voltage losses from 
S1 to VOC comprising of losses from charge transfer and charge 
recombination in the three blend systems are summarized in 
Table 2 and shown schematically in Figure 3.

In this study, increased non-radiative recombination losses 
are observed with a concomitant decrease in the radiative recom-
bination losses as the energetic offsets in the blend systems 
are increased (from PTB7-Th:IOTIC to PTB7-Th:IOTIC-4F).  
The suppression of non-radiative recombination losses with 
decreased energetic offset has been observed in several pre-
viously reported studies.[3,5,9,59] This observation can be 
explained by the idea that a decreased overlap of the vibra-
tional wave function of the CT and ground state leads to the 
suppression of the non-radiative recombination pathway.[59] 
Additionally, the recent paper by Qian et al.[5] suggests that in  
low energetic offset systems, hybridization of the CT state with 
the highly emissive S1 state will increase the radiative ability of 
the CT state through the intensity borrowing mechanism.[62,63] 
From the modeling of excitonic and CT states, it was found that 
if the radiative relaxation channel can be made efficient in this 
way, the non-radiative voltage losses should decrease.[5] The 
three blend systems reported here provide a suitable platform, 
by systematically varying the S1-CT offset, to experimentally 
measure such a trade-off between the radiative and non-radi-
ative recombination losses, for the first time. To further cor-
roborate that the S1 states of the acceptors are in fact relatively 
more emissive than the blends, we measured the EQEEL of the 
acceptor only devices, (Figure S10, Supporting Information), 
confirming the consistently lower non-radiative recombination 
values in the acceptor only devices by approximately 0.04  eV 
[IOTIC (ΔVnon-rad) = 0.250  ±  0.003  eV; IOTIC-2Fa (ΔVnon-rad) = 
0.270 ± 0.003 eV; IOTIC-4F (ΔVnon-rad) = 0.300 ± 0.003 eV], com-
pared to that of the blends.

Moreover, to rule out differences in energetic disorder 
between the blends as a major contributor to the voltage losses, 
the density of states (DOS) spectra of the three blends were 
measured by using energy-resolved electrochemical imped-
ance spectroscopy (ER-EIS).[32,64,65] (Details about the ER-EIS 
technique and measurements are described in Supporting 
Information). Figure S11, Supporting Information shows the 
DOS spectra of the three studied blend systems obtained from 
ER-EIS, which exhibit no distinct differences suggesting that the 
energetic disorder in the three blend systems are comparable. 
Additionally, as a further confirmation of the similarities in the 
exponential tail states disorder in the three blend systems, the 
Urbach energies (EU) from the tail states of highly sensitive EQE 
spectra of EU ≈ 25 meV were determined (details in Figure S12,  
Supporting Information). An Urbach energy approaching a 
thermal energy of EU  ≈ kT may suggest that the contribution 
to the voltage losses in the systems from energetic disorder is 
minimal.[7,32,57,66,67] It is worth noting that the Urbach energy 
measurements may lead to some uncertainty in disordered 

Table 2.  Summarizing energy losses from S1 to VOC for all three blends. S1 is determined from the intersection of the EL and EQE of the narrower 
bandgap components (acceptors) in the blends, ECT is obtained via simultaneous fitting to the reduced emission and absorption spectrum using 
Marcus theory and the trends in ECT are confirmed with temperature dependent VOC method, ΔVrad is obtained from Equation S5, Supporting Infor-
mation, the calculated ΔVnon-rad is obtained from Equations S4 and S5, Supporting Information, and the experimental ΔVnon-rad is obtained from EQEEL 
measurements (Equation S6, Supporting Information).

Blend system S1 [eV] ECT [eV] ΔVrad [eV] ΔVnon-rad, calc [eV] ΔVnon-rad, exp [eV] VOC [V]

PTB7-Th:IOTIC 1.44 1.39 0.227 0.283 0.290 0.88

PTB7-Th:IOTIC-2Fa 1.36 1.295 0.212 0.298 0.305 0.792

PTB7-Th:IOTIC-4F 1.34 1.26 0.203 0.337 0.338 0.716

Adv. Energy Mater. 2020, 10, 2001203
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materials[68] and cannot be directly comparable to the ER-EIS 
method, which gives disorder contributions coming from the 
HOMO and LUMO DOS distributions separately. Nevertheless, 
from these analyses, the possible effects of differences in the 
DOS distributions of the three studied blend systems on the 
charge generation, recombination, and extraction dynamics can 
be excluded.

2.4. Probing the Charge Generation Dynamics

To investigate the effect of decreasing energetic offsets on 
the charge generation dynamics of the three blend systems, 
ultrafast (100 fs–2  ns) transient absorption (TA) spectroscopy 
were performed. Initially, we conducted TA in both the vis-
ible (500–950  nm) and NIR (1050–1300  nm) spectral regions 
on films of the NFA blended with a non-interacting polymer, 
polystyrene (PS), to determine the spectral features and exciton 
lifetimes associated with the acceptor materials. These blend 
films were fabricated by using an identical polymer weight frac-
tion and deposition conditions to the optimized PTB7-Th:NFA 
blend in an attempt to best replicate the morphological proper-
ties of the active layer used in the actual device.[5] All IOTIC 
derivatives exhibit a ground state bleach (GSB) feature that 
closely matches the absorption spectra of the material, with two 
distinct vibronic peaks visible (Figure S13a–f, Supporting Infor-
mation). Additionally, the photo-induced absorption (PIA) band 
of the first singlet excited state is centered at around 1200 nm 
in all of the derivatives (Figure S14a–f, Supporting Informa-
tion). The lifetime of the excited state is relatively short, owing 
to the narrow band gaps of the acceptors and the effect of the 
energy gap law on the rate of the non-radiative transitions.[69] 
For IOTIC, the half-life (t1/2) of the singlet excited state is 
45 ps, for IOTIC-2Fa, t1/2 = 30 ps and for IOTIC-4F, t1/2 = 35 ps 
(Figure S13a–f, Supporting Information).

Next, we examine the visible region TA of the PTB7-Th:NFA 
blends by selectively exciting the NFA component of these films 
below the bandgap of PTB7-Th to probe solely the hole transfer 
process. In the PTB7-Th:IOTIC-4F film, excited at 925 nm with a 
fluence of 0.51 µJ cm−2 (Figure S15a,b, Supporting Information),  
we initially observe only the IOTIC-4F GSB at 300–400 fs. After 
1 ps, the IOTIC-4F GSB begins to decrease in intensity rapidly 
and a new positive feature spanning 600–750 nm forms. As the 
spectral position and vibronic features closely match those of 
PTB7-Th, it is assigned to the GSB of the polymer, consistent 
with the bleaching of the PTB7-Th ground state transition by 
the hole transfer process. Interestingly, as the hole transfer 
progresses, the IOTIC-4F GSB continues to fall rapidly, and 
there is only a muted growth of the PTB7-Th GSB. This could 
be caused by one of two things: rapid recombination leading 
to excited state population loss, or a new PIA band forming 
under the GSB regions that has the effect of decreasing the 
apparent GSB intensity. As the blend demonstrates good IQE, 
we can rule out the former, as this would result in significantly 
reduced levels of photocurrent generation and a consequently 
low IQE. Therefore, we assign this PIA underneath the GSB 
region as belonging to the electron located on IOTIC-4F, as 
the PIA of the hole on PTB7-Th has widely been reported to 
lie at around 1150 nm.[5,70–72] Additionally, we note the presence 

of electro-absorption (EA) features at the band edge of the 
donor and acceptor, consistent with the separation of charges 
in OPV blends.[73] Turning to the PTB7-Th:IOTIC-2Fa blend 
(Figure S15c,d, Supporting Information), excited at 900  nm 
with a fluence of 0.87 µJ cm−2, we observe very similar photo-
physics to the PTB7-Th:IOTIC-4F blend with a relatively slow 
hole transfer taking place. However, the PTB7-Th:IOTIC blend, 
excited at 860 nm with a fluence of 0.50 µJ cm−2 (Figure S15e,f, 
Supporting Information), exhibits markedly different behavior. 
In this case, there is no obvious formation of the PTB7-Th GSB 
until timescales of 300–400 ps, as can be seen in the normal-
ized TA spectra (Figure S16a, Supporting Information). By this 
point, the GSB features have a much weaker intensity than in 
the other two blends, implying the presence of a much smaller 
population of holes due to a higher proportion of exciton decay 
prior to charge transfer.

To gain a better understanding of the hole transfer time-
scales in the blends, the TA spectra were deconvoluted using 
a Genetic Algorithm (GA). In all blends, we observe an ini-
tial “pre-charge transfer” spectral species, consisting of the 
NFA GSB only, and a final “post-charge transfer” species, 
comprised of both the donor and acceptor GSBs and EA fea-
tures. The IOTIC-4F and IOTIC-2Fa blends can be readily 
deconvoluted into these two distinct species (Figure S16b–e, 
Supporting Information), with their relative contributions 
to the overall TA spectra at each time point providing insight 
into the kinetics of the hole transfer process. Comparing these 
fitted kinetics, we can immediately see that this process is 
faster for the PTB7-Th:IOTIC-4F blend, with hole transfer com-
pleted by 50 ps, compared to 160 ps for the PTB7-Th:IOTIC-2Fa 
blend (Figure 4a). This can be readily explained by the slightly 
larger driving energy for the hole transfer from the NFA to the 
donor in this blend. However, it was not possible to satisfacto-
rily deconvolute the TA spectra of the PTB7-Th:IOTIC blend, 
likely due to the significant spectral overlap of the donor and 
acceptor GSBs. Nevertheless, we expect the hole transfer in this 
blend to be the slowest of the three NFA systems as it possesses 
the smallest energy offset, consistent with the trend observed 
between IOTIC-4F and IOTIC-2Fa and the significantly lower 
remaining GSB intensity.

To confirm our hypothesis that there are significantly fewer 
charges present in the PTB7-Th:IOTIC blend after selec-
tive NFA excitation, we turn to the NIR region where we can 
directly observe the PIA of the holes on PTB7-Th. All films 
were excited with a pump wavelength of 800  nm for selective 
NFA excitation and care was taken to use an extremely low flu-
ence to avoid any non-linear recombination processes (PTB7-
Th:IOTIC-4F = 0.13 µJ cm−2, PTB7-Th:IOTIC-2Fa = 0.18 µJ cm−2 
and PTB7-Th:IOTIC = 0.17 µJ cm−2) (Figure S17a–f, Supporting 
Information). For all blends, the initial density of excited states 
(n0) created on the NFA were roughly equal, ≈3–4 × 1016 cm−3, 
a value which is highly comparable to the charge carrier den-
sities in these devices operating under 1-sun illumination, as 
determined via impedance spectroscopy in the following sec-
tion. Consequently, these measurements are representative 
of realistic device operating conditions. In all blends, the sin-
glet PIA at 1200  nm decreases in intensity over similar time-
scales to the hole transfer process previously observed, leaving 
behind a long-lived PIA at 1175  nm that belongs to the holes 
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on PTB7-Th. By comparing the relative intensities of the hole 
PIA at 1.5–1.8  ns, a timescale where all hole transfer and 
exciton decay is completed, with only the PIA of the PTB7-Th 
holes remaining, we can gain insights into the relative charge 
generation efficiencies of the blends (Figure 4b). We note that 
the strongest PIA, and therefore the most holes, are found in 
the PTB7-Th:IOTIC-4F blend, followed by PTB7-Th:IOTIC-2Fa 
and finally PTB7-Th:IOTIC. This can be rationalized by consid-
ering the interplay between exciton decay and hole transfer in 
the blends: as hole transfer slows with decreasing driving force, 
it begins to compete with exciton decay. Thus, these processes 
are finely balanced in low offset NFA OPVs, where even small 
changes to the rate of one can result in a drastic change in the 
overall charge generation efficiency.

Additionally, we have also investigated the photophysics 
of the blend when exciting primarily PTB7-Th with a pump 
wavelength of 600 nm, a wavelength where there is relatively 
little absorption by the IOTIC derivatives, but still a quite 
strong absorption by PTB7-Th. In the visible region, TA of 
both the PTB7-Th:IOTIC-4F and PTB7-Th:IOTIC-2Fa blends 
(Figure S18a–d, Supporting Information), the donor and 
acceptor GSBs are present from the earliest times of 100 fs. This 
is likely due to some unavoidable direct excitation of the NFA, 
though the intensity of the NFA GSB suggests other ultrafast  
processes that lead to bleaching of the NFA ground state have 
already occurred. However, it is interesting that the PTB7-Th 
GSB swiftly falls over the first 5  ps (a timescale largely free 
from hole transfer), whilst the NFA GSB grows in. Following 
this, the NFA GSB drops rapidly from 5 ps onward, whilst there 
is a slight growth of the PTB7-Th GSB, consistent with the 
previously observed timescales of hole transfer. We expect 
the NFA GSB to drop rapidly when NFA molecules become 
anionic, due to the presence of the electron PIA under its GSB,  
as observed when the NFA is selectively excited. However, the 
growth of this feature over timescales where one might expect 
electron transfer to occur is a surprise. It suggests that rather 
than solely electron transfer occurring from PTB7-Th to the 
NFA, a significant amount of energy transfer is occurring 
too. This population transfer from donor to acceptor would 
explain the rise of the NFA GSB and fall of the PTB7-Th GSB 
on ultrafast timescales. The presence of Förster Resonance 
Energy Transfer (FRET) is not surprising, given the significant 

overlap of the PTB7-Th emission spectrum[5] with the NFA  
high oscillator strength absorption and has previously been 
observed in other NFA systems.[74] In the IOTIC blend 
(Figure S18e,f, Supporting Information), it appears that a 
significant amount of FRET also occurs, but due to the relative 
inefficiency of the hole transfer process, the GSB of both the  
donor and acceptor continue to fall rapidly after FRET.  
The presence of FRET in these blends serves to underline 
the importance of the balance between the NFA exciton 
decay and hole transfer rates, as the majority of the charge 
generation appears to proceed through the lower gap NFA, 
regardless of on which component the exciton was initially 
generated. Thus, the trend of decreasing JSC with decreasing 
offset between the devices can at least partly be explained 
by differences in hole transfer rates, controlled by the small 
changes in driving energy.

2.5. Understanding the Non-Geminate Recombination 
and Charge Extraction Dynamics

To gain further insights on the timescales of the loss processes 
of the three blend systems, we measured the non-geminate 
recombination and extraction dynamics. As a guideline, in any 
OSC device, the goal is to minimize the charge extraction time, 
while maximizing the charge carrier lifetime, as this leads to 
a reduction of non-geminate charge recombination.[6,21,22] To 
begin this analysis, as a first step, the photocurrent density (Jph) 
of the devices were calculated.

ph light darkJ J J= − 	 (2)

where Jlight is the current density under illumination and Jdark is 
the current density in the dark (Figure S19a, Supporting Infor-
mation). The differences in VOC of the studied blend systems 
have to be taken into account, which is why the photocurrent 
density is plotted against the effective voltage (V0 − Vcor; where 
V0 is the voltage at which Jph = 0). Furthermore, the corrected 
voltage Vcor can be obtained by subtracting the voltage losses 
over the series resistance.

cor app seriesV V J R= − ⋅ 	 (3)

Figure 4.  a) Comparison of the hole transfer kinetics for PTB7-Th:IOTIC-2Fa and PTB7-Th:IOTIC-4F blends. b) PIA of the remaining holes on PTB7-Th 
after hole transfer and exciton decay is completed to gain insight into the relative charge generation efficiencies of the three blend systems.
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where J is the current density, and Rseries is the series resist-
ance which is assumed to be equal to the saturated differential 
resistance at forward biases (i.e., ∂Vapp/∂J = constant).[11] When 
comparing the photocurrents Jph of the three blend systems, a 
clear trend can be observed, where the values for Jph increase 
with increasing number of fluorine atoms in the NFA. In 
addition, it is possible to estimate the probability of charge 
collection (PC) by the ratio between the saturated photocurrent 
density Jph,sat and the values for Jph at different biases.[75]

P ph

ph,sat

J

J
C = 	 (4)

As can be seen in Figure S19b, Supporting Information, the 
PC retains comparatively high values for the PTB7-Th:IOTIC-4F 
blend, while a steeper reduction of PC can be observed for the 
other two NFAs at forward biases. In particular, this observa-
tion suggests that the PTB7-Th:IOTIC-4F devices exhibit advan-
tageous charge collection, while the PTB7-Th:IOTIC-2Fa and 
PTB7-Th:IOTIC devices are both afflicted by inferior charge 
collection.

As was previously established (Section  2.2), all three blend 
systems exhibited behaviors consistent with s ≈ 1 kT/q at tem-
peratures down to 200 K, indicating dominant bimolecular 
recombination processes in the three blends. Nevertheless, 
an advanced recombination analysis is still needed for a 
quantitative confirmation of the dominant loss processes.[76] 
This can be done based on a quantitative analysis that uti-
lizes capacitance spectroscopy.[77–79] The capacitance of the 
BHJ obtained via this measurement technique can be used 
to determine the charge carrier density (n) and the effective 
mobility (μeff) of the studied solar cells under operating con-
ditions (Figure S19c,d, Supporting Information).[21,80] The 
details for the procedures used to determine the charge car-
rier densities and effective mobilities under operating condi-
tions are described in Section 6.1, Supporting Information 
(Figure S20, Supporting Information). The measured charge 
carrier densities for these blend systems are in a range of 
n  =  1016–1017  cm−3, with the PTB7-Th:IOTIC-4F blend exhib-
iting the highest values (n  =  1.2  ×  1017  cm−3) compared to the 
PTB7-Th:IOTIC-2Fa (n  =  5.6  ×  1016  cm−3) and PTB7-Th:IOTIC 
(n  =  5.8  ×  1016  cm−3) blends under open-circuit conditions 
(Figure S19c, Supporting Information). Under reverse bias, the 
highest carrier density was measured for the PTB7-Th:IOTIC 
blend (n  =  4.5  ×  1016  cm−3), which is only slightly lower than  
the values at open-circuit conditions. This observation could 
be a sign for inefficient charge extraction, as there should be a 
significant reduction in the carrier density at reverse biases. In 
contrast, the PTB7-Th:IOTIC-4F blend shows the lowest carrier 
density at reverse bias (n = 2.2 × 1016 cm−3), indicating compara-
tively good extraction, which was also underscored by its high 
values for the PC. Moreover, a clear trend can be seen for the 
effective mobilities, with the PTB7-Th:IOTIC-4F devices having 
the highest values (μeff =  (2.7–6.1) × 10−5 cm2 V−1 s−1), followed 
by the PTB7-Th:IOTIC-2Fa (μeff  =  (1.4–5.1)  ×  10−5  cm2 V−1 s−1), 
and the PTB7-Th:IOTIC having the smallest effective mobilities  
(μeff = (0.7–5.5) × 10−5 cm2 V−1 s−1).

Next, a full quantitative analysis approach for the determina-
tion of the non-geminate recombination dynamics was adopted 

to obtain the bimolecular recombination coefficients (kbm) for 
the three blend systems (Figure S21, Supporting Information; 
detailed procedure described Supporting Information). From 
this analysis, it was found that all three blend systems show, 
across the entire voltage range, similar kbm values ranging from 
(0.18–2.20)  ×  10−12 cm3 s−1. As the bimolecular recombination 
coefficients between the blends are quite similar, this alone 
cannot explain the performance differences in the three blend 
systems. Therefore, the extraction of charge carriers has to also 
be quantified to obtain a comprehensive understanding of the 
recombination dynamics in the studied devices. To this end, the 
effective extraction time (τex) was calculated. For this analysis, 
it was assumed that a charge carrier traverses, on average, half 
of the active layer thickness, until it reaches one of the elec-
trodes and that the active layer can be treated as an effective 
medium.[22] The following relationship can be derived based on 
these assumptions.

qLn

J
exτ = 	 (5)

where L is the active layer thickness, q is the elementary charge, 
n is the charge carrier density, and J is the current density 
obtained from the J–V curves.[11] A direct comparison of the 
extraction time (τex) and the charge carrier lifetime (τrec) can 
be made by rearranging Equation S16, Supporting Informa-
tion and then be used to assess and understand the relative 
contributions of the competing non-geminate recombination 
and extraction processes, as shown in Figure S22, Supporting 
Information.[11] In particular, it turns out that the PTB7-
Th:IOTIC blend has a significantly slower τex = 8.5–107 µs over 
the voltage range examined, compared to the other two blends: 
PTB7-Th:IOTIC-2Fa (τex =  2.3–54.9 µs) and PTB7-Th:IOTIC-4F  
(τex  =  1.6–33.2  µs). Ultimately, the voltage-dependent 
competition factors, which is defined as the ratio between 
the recombination and extraction times (θ = τex/τrec) serves as 
a metric for understanding the superior FF and JSC values of 
the PTB7-Th:IOTIC-4F-based devices (Figure  5). The PTB7-
Th:IOTIC and PTB7-Th:IOTIC-2Fa devices show similar 
competition factors (θ = 0.003–10) over the voltage range investi-
gate, whereas the PTB7-Th:IOTIC-4F devices show significantly 
smaller competition factors (θ = 0.0006–2) (Figure 5). Generally, 
smaller competition factors have been shown to correlate to 
higher FF and JSC values.[21,22] As a point of comparison, in our 
recently published work[11] on the PM6:Y6 BHJ OSCs with over 
15% PCEs, we calculated very low θ values ranging from 0.0002 
to 0.56 over the relevant voltage range, due to exceptionally fast 
charge extraction compared to non-geminate recombination in 
the blend. Therefore, the low voltage-dependent competition 
factor in the PTB7-Th:IOTIC-4F devices can be explained by a 
favorable combination of fast extraction and long charge carrier 
lifetimes, which is absent in the PTB7-Th:IOTIC and PTB7-
Th:IOTIC-2Fa blends.

2.6. Morphological Insights to Understand Device Photophysics

The photophysical phenomena of OSCs are directly linked to 
its complicated BHJ morphology, which has been shown to 
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influence the charge generation, recombination, and extrac-
tion processes.[6,11,51,81–84] By analyzing BHJ morphologies over  
different length scales (from µm to sub-nm) it is possible to 
evaluate the roles of different structural features on the device 
photophysics of the blend systems. To begin, photoconduc-
tive atomic force microscopy (pc-AFM) was used to determine 
the height and photocurrent features at the surface of the active 
layers. To do this, an electrically conductive Pt/Cr tip was used  
to scan the surface of the active layers of the tested solar cell 
devices under white light illumination. During the pc-AFM 
scan, a white light source was focused on the area of scan-
ning, which enabled the photo-responsive features in the blend 
film to be spatially mapped. A comparison of the photocurrent 
images normalized to the device with the highest photocurrent 
(PTB7-Th:IOTIC-4F) across multiple biases (Figure S23, Sup-
porting Information) confirmed that the highest photocurrents 
are obtained for the PTB7-Th:IOTIC-4F blend, followed by the 
PTB7-Th:IOTIC-2Fa and PTB7-Th:IOTIC blends. This trend 
of nanoscale photocurrents is in agreement with what was 
observed in the JSC of the tested devices (Figure 2) and can be  
seen in the photocurrent scale readings shown in Figure S24, 
Supporting Information. However, we were unable to resolve 
any significant differences in the sizes of the photo-conductive 
domains of the three blend films with high resolution 
(1 × 1 µm) pc-AFM (Figure S25, Supporting Information).

Next, we probe the molecular orientation and long-range 
ordering in the films using GIWAXS. Analyses of GIWAXS 
(Figures S26 and S27, Supporting Information) on the three 
blend films mostly showed face-on orientation with significant 
isotropic scattering making it difficult to unambiguously char-
acterize differences in the blend films (details of GIWAXS anal-
yses are included in the Section 8, Supporting Information). It 
must be further highlighted here that, while techniques such as 
pc-AFM and GIWAXS provide useful insights, interpretations 

of the overall BHJ morphology using just these techniques can 
be limiting because they can either only be used to access the 
surface of the BHJ blend, in the case of pc-AFM, or only the 
ordered regions of the BHJ film, in the case of GIWAXS. There-
fore, we turn to advanced tools, such as RSoXS and solid-state 
NMR techniques for insights on more nuanced morphological 
traits, such as the nature of the domain purity and sizes, and 
the local ordering and interactions of the donor and acceptor 
species in the blend systems.

The RSoXS technique uses soft X-rays, which are well suited 
for studying organic blends comprising of carbon or nitrogen 
atoms, and is commonly used to probe the domain sizes and 
the donor and acceptor domain purity in BHJ blends.[85,86] 
Figure S28, Supporting Information shows the Lorentz cor-
rected and circularly averaged RSoXS profiles of the three 
studied blend films. Table S5, Supporting Information summa-
rizes the parameters extracted from fitting the RSoXS profiles. 
The profiles of the PTB7-Th:IOTIC-4F and PTB7-Th:IOTIC-2Fa 
blends were fitted with two lognormal peaks, whereas the pro-
file of the PTB7-Th:IOTIC blend was fitted with a single log-
normal peak, which suggests that there is a multilength scale 
morphology in the two former and not in the latter case. Com-
paring the long-period corresponding to the low-q peak in the 
three blends shows that the PTB7-Th:IOTIC blend has a higher 
long period of around 97  nm while the PTB7-Th:IOTIC-2Fa 
and PTB7-Th:IOTIC-4F blends show smaller and similar long 
periods of 67 and 68  nm, respectively. Additionally, for the 
PTB7-Th:IOTIC-2Fa and PTB7-Th:IOTIC-4F blends, the fitting 
identified the presence of smaller domains (reflected by the 
high q-peaks), which was negligible in the case of the PTB7-
Th:IOTIC blend. The root-mean-square (RMS) composition var-
iation (which is monotonically related to the domain purity) of 
the three blend systems were determined by obtaining the inte-
grated scattering intensities. A higher value for the RMS com-
position variation indicates larger average purity of domains in 
the blends. Interestingly, it was found that the domain purity 
was highest for the PTB7-Th:IOTIC blend, followed by the 
PTB7-Th:IOTIC-2Fa and PTB7-Th:IOTIC-4F blends. A high 
average purity in the blends has been shown to be related to 
a smaller D:A interfacial area, due to the reduced distributed 
acceptor molecules in the polymer-rich phase.[6,53,86,87] In these 
systems, an increase in the relative volume fraction of small 
domains and a decrease in the domain purity with increasing 
JSC values (from PTB7-Th:IOTIC to PTB7-Th:IOTIC-4F blend) 
suggests that increased charge generation efficiencies may 
also be partly attributed to an increase in the D:A interfacial 
area. This implies that in the studied polymer:NFA blends, 
charge generation efficiencies may not only be dictated by the 
increased S1-CT energetic offsets, but also further influenced by 
the amount of D:A interfacial area in the BHJ morphology.

To understand the origins of the differences in charge 
transport and extraction, solid-state NMR was used to probe 
differences in the local ordering and D:A interactions of 
the two blend systems showing the biggest differences in 
charge transport and extraction timescales. These were 
the PTB7-Th:IOTIC blend, which was afflicted by the 
slowest charge extraction (τex  =  8.5–107  µs) and transport 
(μeff =  (0.7–5.5) ·  10−5  cm2 V−1 s−1) and the PTB7-Th:IOTIC-4F 
blend, which exhibited the fastest charge extraction  

Figure 5.  Voltage-dependent competition factor (θ), the ratio between 
the extraction and recombination times, of the three blend systems. Rel-
evant operating conditions such as maximum power (crosses) and short-
circuit (open diamond symbols) conditions are highlighted.
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(τex = 1.6–33.2 µs) and transport (μeff = (2.7–6.1) · 10−5 cm2 V−1 s−1).  
Solid-state NMR is sensitive to the local environments of 
nuclear spins, making it particularly useful to investigate both 
ordered and disordered materials on a molecular level, which 
is generally not possible with X-ray diffraction methods. How-
ever, characterizing heterogeneous materials containing mul-
tiple ordered and disordered domains poses additional chal-
lenges, as the NMR signals from the different domains tend 
to interfere and overlap, resulting in broad spectra that are 
challenging to resolve and analyze. In the case of polymers, 
statistical distributions of the local environments of otherwise 
chemically equivalent nuclei (e.g., 1H atoms in polymer back-
bones that experience variations in local ππ packing) are often 
manifested as broad chemical shift distributions (compare 
Figure 6a). Similarly, the abundance of near-equivalent species 
results in large distributions of overlapping signals (e.g., a large 
number of CH2 groups in the aliphatic region). A third contri-
bution arises from the anisotropic bulk magnetic susceptibility 
(ABMS), which is the tendency of a sample to become magnet-
ized in the presence of an external magnetic field. While magic 
angle spinning (MAS) reduces the influence of the ABMS sig-
nificantly, it cannot completely remove it, and a small contri-
bution to the observed chemical shift often remains, leading to 
additional broadening of the resonance.[88–91] Combined, these 
effects result in signals with broad, Gaussian line shapes, an 
effect that is often called “inhomogeneous broadening.”

In addition to the statistical broadening, strong aniso-
tropic spin-spin interactions in the solid -state lead to reduced 

coherence lifetimes and thereby increased natural linewidth 
(exponential broadening, Lorentzian line shapes, also referred 
to as “homogeneous broadening”). The strength of the aniso-
tropic interactions and thus the extent of lifetime broadening 
is related to the abundance of the nuclei in question, with 1H 
being affected most due to its ubiquity in organic materials and 
almost 100% natural abundance.

By combining careful data processing and analysis with 
information gained from powerful 2D, dipolar-mediated cor-
relation NMR spectroscopy techniques, valuable information 
on the local order and disorder in the polymer:NFA blends 
can be obtained. Figure  6b,c show schematic diagrams of 
the molecular structures and 1H MAS NMR spectra of PTB7-
Th, IOTIC, IOTIC-4F, and their respective blends acquired at 
800 MHz (18.8 T) at 28.490 kHz MAS and ambient conditions. 
Two groups of 1H signals can be discerned, corresponding to 
signals in the region from 5.5 ppm to 8.0 ppm from aromatic 
1H atoms, and signals in the range of 0 ppm to 3.5 ppm from 
aliphatic sidechains. The aliphatic protons nearest to the linker 
groups can be discerned as small, broad peaks in the range of 
3–5 ppm. In general, the 1H MAS NMR spectra are character-
ized by broad signals with Gaussian-Lorentzian line shapes, 
indicating a significant distribution of the chemical shifts 
(Gaussian component), in addition to the broadening caused 
by the rapid signal decay (Lorentzian component), due to the 
strong anisotropic spin-spin interactions. The effect of over-
lapping chemical shifts is exemplified by the aliphatic peak in 
PTB7-Th, which is a superposition of numerous Lorentzian 

Figure 6.  a) Schematic representation of how local order and disorder are manifested in 1H NMR line shapes. b) Molecular structure of PTB7-Th and 
IOTIC-4F, c)1D 1H MAS NMR spectra of PTB7-Th, IOTIC, IOTIC-4F, and their respective blends acquired at 18.8 T (800 MHz for 1H) and 28.490 kHz MAS, 
using a Hahn-Echo to remove the background signal of the probe head. d,e) 2D 1H-1H double-quantum/single-quantum (DQ-SQ) correlation spectra 
of d) PTB7-Th:IOTIC and e) PTB7-Th:IOTIC-4F acquired using back-to-back DQ-excitation over two rotor periods. Note the difference in linewidths in 
the 2D spectra. Violet contour-levels indicate intensity correlations between aromatic-aromatic protons, yellow aromatic-aliphatic protons, and blue 
aliphatic-aliphatic protons. Red contour-levels correspond to intensity correlations between aromatic-aromatic protons associated with the signal at 
6.3 ppm. Correlated signals involving these moieties are connected by black bars.
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lines with slightly different chemical shifts arising from the 
more than 50 aliphatic 1H atoms of each monomer. By contrast, 
the broadening in the aromatic region of the 1H MAS NMR 
spectrum of PTB7-Th, which has only three inequivalent 1H 
sites on the backbone, is caused by the variation of the chem-
ical shift due to local disorder. The broad component of the aro-
matic region is assigned to the two protons of the thiophene 
side group, whereas the narrower signal is assigned to the ben-
zodithiophene unit. The broad line of the former is most likely 
due to conformational disorder, leading to a Gaussian distribu-
tion of chemical shifts.

With the exception of pure PTB7-Th, with its three inequiva-
lent aromatic proton sites per monomer, the aromatic region 
between 6 and 8 ppm shows few resolved features due to the 
signal overlap of the numerous aromatic proton sites, though 
a small, broad shoulder around 6.3  ppm is discernable in the 
case of the PTB7-Th:IOTIC-4F blend. This signal is not present 
in either PTB7-Th or IOTIC-4F, indicating that the displaced 
signal is a result of the blending. Furthermore, a similar shift 
is not observed for the blend with IOTIC. Displacements of the 
aromatic 1H signals to lower ppm values in conjugated poly-
mers is usually a sign of increased ring-current effects caused 
by neighboring aromatic systems and is commonly associated 
with strong ππ interactions.[23,36,92,93] Therefore, the presence 
of this new signal at 6.3  ppm hints at increased π-packing in 
the PTB7-Th:IOTIC-4F blend, though whether this occurs in 
the polymer, the NFA, or at the interface between the two is 
not discernible, based on the 1D 1H MAS spectra alone. Inter-
estingly, the 1H MAS spectrum of the PTB7-Th:IOTIC-4F blend 
exhibits overall narrower signals with better resolution, espe-
cially in the aliphatic range between 0 ppm and 4 ppm.

The aggregation of PTB7-Th, IOTIC, and IOTIC-4F mole-
cules and their interactions in blends can be further assessed 
by determining their intermolecular proximities, as evidenced 
by dipole–dipole-coupled species. Powerful 2D 1H-1H double-
quantum single-quantum correlation analyses (Figure  6d,e) 
probe the combined chemical shifts of spin-pairs (double 
quantum coherences) that are correlated via “through-space” 
dipolar interactions to the chemical shifts of the respective 
types of spins (single quantum coherences). These allow cor-
related signals from pairs of dipole–dipole coupled 1H nuclei to 
be resolved and identified in a 2D frequency map, which is typi-
cally presented as 2D contour-plot spectrum.[37,94–96] The exci-
tation efficiency for the double-quantum coherences is directly 
related to the dipolar coupling strength, which in turn is pro-
portional to the inverse cube of the separation distance, as well 
as to the DQ-excitation time measured in rotational periods, 
making this experiment particularly sensitive to 1H pairs 
in close spatial proximity (up to 5  Å). In addition, since the 
chemical shift in the double-quantum dimension (vertical axis) 
is the sum of the single quantum chemical shifts (horizontal 
axis), the experiments allow for spin pairs formed by equiva-
lent (“self-correlated” signals, observed along the double diag-
onal) or inequivalent (“cross-correlated” signals, observed as 
two peaks with the same double-quantum frequency but with 
different single-quantum frequencies) to be resolved. Similar 
to the 1H MAS NMR spectra, the DQ-SQ spectrum of PTB7-
Th:IOTIC shows mostly broad signals with few discernible fea-
tures, while the spectrum of PTB7-Th:IOTIC-4F exhibits better 

resolution, especially in the aromatic region. Both of the spectra 
show intense self-correlation signals in the aliphatic range 
of δ(1H)SQ  =  0–3  ppm and δ(1H)DQ  =  0–6  ppm, the aromatic 
range δ(1H)SQ  =  6–8  ppm, and δ(1H)DQ  =  12–16  ppm, as well 
as cross-correlations between the two regions. The aforemen-
tioned signal at around δ(1H)SQ =  6.3 ppm is readily observed 
as cross-correlated to both an aromatic signal at approximately 
δ(1H)SQ  =  7.7  ppm and to signals in the aliphatic region. The 
two cross-correlated signals are observable after just a single 
rotor period of DQ-excitation, indicating a spatial proximity of 
4 Å or less. A weak self-correlated signal at δ(1H)SQ = 6.3 ppm 
and δ(1H)DQ  =  12.6  ppm becomes apparent at longer recou-
pling times of two and more clearly after four rotor periods of 
DQ-excitation (data shown in Supporting Information). Infor-
mation on the signal at δ(1H)SQ = 7.7 ppm is obfuscated by the 
overlapping signals in the aromatic region. Overall, the new 
signal observed at 6.3 ppm is more clearly resolved in the 2D 
DQ-SQ NMR and data for the blend PTB7-Th:IOTIC-4F shows 
much better resolution compared to PTB7-Th:IOTIC.

In principle, this can be attributed to two effects, either an 
increase in local order and thereby a reduction of the width 
of the chemical shift distribution (less inhomogeneous broad-
ening), or the presence of increased motional averaging leading 
to longer signal lifetime and narrower lines (less homoge-
neous broadening).[94,97–99] To distinguish between the two 
cases, we performed 1H-13C DIPSHIFT experiments on both 
blends.[100–102] The objective of the experiment was to quantify 
the degree of motional averaging by measuring the apparent 
strength of the 1H-13C dipolar couplings of CH or CH2 moie-
ties and comparing these to theoretical values.[101,103] Details of 
the experiment are provided in the Supporting Information; 
data obtained for both blends show no significant differences 
in the extents of motional averaging between the two. Thus, 
the narrower 1H NMR signals in the PTB7-Th:IOTIC-4F blend 
are most likely the result of decreased inhomogeneous broad-
ening, indicating a higher extent of atomic-level order in PTB7-
Th:IOTIC-4F, compared to PTB7-Th:IOTIC.

The presence of a single, relatively isolated fluorine moiety 
in the polymer backbone of PTB7-Th offers the potential to 
probe the molecular-level environment of the donor polymer 
backbone through 19F MAS NMR. In a similar fashion, the 
fluorine atom of the acceptor material IOTIC-4F enables the 
molecular-level environment of the NFA also to be established. 
1D 19F MAS NMR spectra of PTB7-Th, IOTIC-4F, and the two 
blends PTB7-Th:IOTIC-4F and PTB7-Th:IOTIC were acquired 
and are shown in Figure 7a. The spectrum of PTB7-Th shows 
a broad, predominantly Gaussian signal at -111  ppm with a 
full-width-at-half-maximum, FWHM of Δδ(19F) = 6.2 ppm. Fur-
thermore, apart from a reduction in the intensity of this signal 
due to the dilution, the signal appears unchanged in the two 
blends. The large 19F width and Gaussian line shape associated 
with the fluorine atoms in PTB7-Th are indicative of a signifi-
cant degree of local disorder of the polymer backbone, though 
whether this is related to conformational or π-packing disorder 
is unclear. ABMS effects might also contribute to the linewidth, 
though those reported in literature are usually smaller (below 
2 ppm in diamagnetic samples, often 1 ppm or less).[89,90] The 
effect of the bulk magnetic susceptibility is expected to affect 
all of the signals equally, leading to similar broadening of the 
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1H, 19F and 13C signals in a given domain when measured in 
units relative to the Larmor frequency (ppm).

Compared to the broad 19F signal associated with the polymer 
backbone, the 19F signals from the fluorine moieties in IOTIC-
4F are much narrower (Δδ(19F) = 1.5–2 ppm, FWHM), though 
several overlapping signals are observed for neat IOTIC-4F as 
well as in the blend. Differences in the isotropic 19F chemical 
shift are most likely linked to polymorphism of the IOTIC-4F 
in the two blends, or the presence of commingled crystalline 
and amorphous fractions. The much narrower, more Lorent-
zian-shaped 19F lines of IOTIC-4F indicate a higher degree of 
local order in the NFA part of the PTB7-Th:IOTIC-4F blend. 
2D 19F-19F double-quantum single-quantum 2D correlation 
and 19F-1H heteronuclear-correlation NMR spectra (Figure 7b,c) 
provide the resolution necessary to distinguish the overlapping 
signals. These reveal a number of correlated signals (indicated 
by Roman numerals in Figure  7), with signal labels I, II, and 
III being observed in the case of neat IOTIC-4F, and a new set 
of signals IV dominating the 2D 19F-19F NMR spectrum of the 
blend. These groups of signals in the 2D 19F-19F data corre-
spond to different pairs of fluorine atoms in individual IOTIC-
4F molecules, which in turn are in different molecular environ-
ments (i.e., different polymorphs or commingled fractions). 
The observation of a new group (IV) indicates the blending 
with PTB7-Th leads to significant changes in the molecular 
level environment of the NFA.

Further, 2D 19F-1H heteronuclear correlation spectra in 
Figure  7c show correlated intensity between the 19F signal 
at –126  ppm associated with group IV, and the 1H signal at 
6.3 ppm, indicating that the increased ππ interactions previ-
ously associated with this 1H signal are occurring either in the 
NFA or at the polymer:NFA interface. Therefore, solid-state 
NMR analyses indicate that the superior charge transport and 
extraction properties in the PTB7-Th:IOTIC-4F blend can be 
explained by the increased atomic-level local ordering and ππ 
interactions in present in the blend.

2.7. Effects of Changing the NFA Chemical Structure on Charge 
Generation, Recombination, Extraction, and Voltage Losses that 
Dictate PCEs

In the studied polymer:NFA systems, we found that upon 
changing the chemical structures of the NFAs via fluorination, 
we were inevitably changing two major things that affected the 
device performance: energetic offsets and device morphology. 
The objective of this study was to systematically deconvolute 
the impact of changing both energetic offsets and morphology 
on the device performance. First, to see the effect of changing 
energetic offsets on the device parameters, charge generation 
dynamics at the D:A interface and voltage losses were meas-
ured. Transient absorption spectroscopy was used to measure 
the charge generation dynamics, where it was found that hole 
transfer slows with decreasing energetic driving force, which 
can lower the JSC generated from the devices. A systematic 
study achieved by affirming that bimolecular recombination is 
the dominant pathway in all blend systems, and losses due to 
energetic disorder as well as trap-assisted recombination were 
minimal, helped identify and accurately compare origins of the 
radiative and non-radiative recombination losses. More spe-
cifically, we found that the increase in the VOC was due to a 
decrease in the non-radiative recombination losses as energetic 
offsets were decreased due to the intensity borrowing mecha-
nism and the design rules formulated in a previous study.[5] 
Second, an in-depth study of the thin-film morphology (i.e., 
D:A interfacial area, local ordering, and ππ interactions) in 
the blend systems obtained from RSoXS and solid-state NMR 
spectroscopy analyses led us to understand why the highest 
performing devices exhibit the most superior FF and JSC 
values. Specifically, we found that increased D:A interfacial area 
obtained from RSoXS measurements in the blends can be cor-
related to increased charge generation efficiencies, which fur-
ther contributed to higher JSC values. Additionally, increased 
local ordering and ππ interactions were characterized by 

Figure 7.  a) 1D 19F MAS NMR spectra of PTB7-Th, IOTIC-4F, PTB7-Th:IOTIC-4F, and PTB7-Th:IOTIC, acquired at 9.4 T and 25.0 kHz MAS. Deconvoluted 
signals are shown in green; the asterisk marks a small PTFE impurity. The Roman numerals denote 19F signals from dipole–dipole-coupled moieties, 
as determined from b) 2D 19F-19F double-quantum/single-quantum (DQ-SQ) correlation spectra. c) 2D 19F-1H heteronuclear correlation spectra of the 
pure NFA IOTIC-4F and its blend with PTB7-Th. Only the shift ranges corresponding to the NFA are shown.
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solid-state NMR spectroscopy in the PTB7-Th:IOTIC-4F blend. 
Since the increase in local ordering and ππ interactions are 
present in the PTB7-Th:IOTIC-4F blend, but absent in the 
PTB7-Th:IOTIC blend, the apparent increase should be linked 
to fluorination. These changes in the local ordering and ππ 
interactions have led to the fastest charge transport and the best 
competition factors (τex << τrec) resulting in the highest FF and 
JSC values in the PTB7-Th:IOTIC-4F blend.

3. Conclusions

In summary, this work builds upon recent novel findings on 
the device photophysics of polymer:NFA blends starting from 
early timescales of photoexcitation to longer timescales of 
charge extraction at the electrodes. Specifically, a deconvolution 
of the different loss processes in polymer:NFA blends and the 
connections to nuanced BHJ morphology and energetics were 
established in a systematic study. Whilst this study is limited to 
these three polymer:NFA blends, these results are representa-
tive of a more general trend of the effect of fluorination on OPV 
properties. This is because fluorination is likely to induce sim-
ilar changes in the blend properties, regardless of the parent 
class of NFA.[5,25,26,28–30] Furthermore, the detailed findings of 
the impact of bulk and interfacial morphology on device per-
formance can be more widely applicable to many NFA systems. 
The primary conclusions from this work are as follows.

I)	 We were able experimentally measure a tradeoff between 
the radiative and non-radiative recombination losses by sys-
tematically varying the S1-CT offsets, by fluorinating a series 
of NFAs. For a systematic comparison of the total voltage 
losses between the three systems, we established that all 
three blend systems showed dominant bimolecular recom-
bination loss processes at temperatures down to 200 K, and 
that losses due to energetic disorder were comparable and 
minimal in all three systems.

II)	 Insights into the relative charge generation efficiencies of 
the three blends showed that as hole transfer slows with de-
creasing energetic driving force, it begins to compete with 
exciton decay. Furthermore, the presence of FRET in these 
blends underlines the importance of the balance between 
the NFA exciton decay and hole transfer rates, as the ma-
jority of the charge generation appears to proceed through 
the lower gap NFA, regardless of on which component the 
exciton was initially generated. Therefore, it was found that 
these processes are finely balanced in low energetic offset 
polymer:NFA blends, where small changes to hole transfer 
rates can notably deteriorate the charge generation efficien-
cies and ultimately the current generated from the devices.

III)	In the studied polymer:NFA blends, the competition be-
tween non-geminate recombination and extraction dynam-
ics in the three blend systems were shown to correlate 
with the FF and JSC values. Superior FF and JSC values in 
the PTB7-Th:IOTIC-4F blend were found to be due to a 
favorable combination of slow recombination and fast 
extraction dynamics leading to smaller competition factors 
and enhanced charge transport. RSoXS data suggests that 
an increased D:A interfacial area with increasing energetic 

offsets may further aid in the charge generation efficiencies 
of the studied polymer:NFA blend systems. Solid-state NMR 
provides detailed atomic-level insights on the nature and 
origins of the increased local ordering and ππ interactions 
in the NFA or at the polymer:NFA interface, which explain 
the superior charge transport and extraction in the PTB7-
Th:IOTIC-4F devices.

Ultimately, the enhanced JSC and FF values in the highest per-
forming blend system (PTB7-Th:IOTIC-4F), as a result of a ben-
eficial atomic-level local ordering (which affects charge transport 
and extraction) and a favorable S1-CT offset and D:A interfacial 
area (which affects charge generation), were found to outweigh 
the increased voltage losses, to yield the highest PCEs. Compre-
hensive studies of this nature, which focus on ascertaining the 
fundamental mechanisms and processes by which high power 
conversion efficiencies are achieved, can increase the likelihood 
of achieving even higher efficiencies, bringing us a step closer to 
the commercialization of OSCs in the near future.

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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