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The control of gene expression involves complex circuits that exhibit enormous variation in design.
For years the most convenient explanation for these variations was historical accident. According to
this view, evolution is a haphazard process in which many different designs are generated by
chance; there are many ways to accomplish the same thing, and so no further meaning can be
attached to such different but equivalent designs. In recent years a more satisfying explanation based
on design principles has been found for at least certain aspects of gene circuitry. By design principle
we mean a rule that characterizes some biological feature exhibited by a class of systems such that
discovery of the rule allows one not only to understand known instances but also to predict new
instances within the class. The central importance of gene regulation in modern molecular biology
provides strong motivation to search for more of these underlying design principles. The search is
in its infancy and there are undoubtedly many design principles that remain to be discovered. The
focus of this three-part review will be the class of elementary gene circuits in bacteria. The first part
reviews several elements of design that enter into the characterization of elementary gene circuits in
prokaryotic organisms. Each of these elements exhibits a variety of realizations whose meaning is
generally unclear. The second part reviews mathematical methods used to represent, analyze, and
compare alternative designs. Emphasis is placed on particular methods that have been used

successfully to identify design principles for elementary gene circuits. The third part reviews four
design principles that make specific predictions regar@ingwo alternative modes of gene control,

(2) three patterns of coupling gene expression in elementary cir€Bjtéyo types of switches in
inducible gene circuits, antt) the realizability of alternative gene circuits and their response to
phased environmental cues. In each case, the predictions are supported by experimental evidence.
These results are important for understanding the function, design, and evolution of elementary gene
circuits. © 2001 American Institute of PhysicgDOI: 10.1063/1.1349892

Gene circuits sense their environmental context and or-
chestrate the expression of a set of genes to produce ap-
propriate patterns of cellular response. The importance
of this role has made the experimental study of gene
regulation central to nearly all areas of modern molecu-
lar biology. The fruits of several decades of intensive in-
vestigation have been the discovery of a plethora of both
molecular mechanisms and circuitry by which these are
interconnected. Despite this impressive progress we are
at a loss to understand the integrated behavior of most
gene circuits. Our understanding is still fragmentary and
descriptive; we know little of the underlying design prin-
ciples. Several elements of design, each exhibiting a vari-
ety of realizations, have been identified among elemen-
tary gene circuits in prokaryotic organisms. The use of
well-controlled mathematical comparisons has revealed
design principles that appear to govern the realization of
these elements. These design principles, which make spe-
cific predictions supported by experimental data, are im-
portant for understanding the normal function of gene
circuits; they also are potentially important for develop-
ing judicious methods to redirect normal expression for
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biotechnological purposes or to correct pathological ex-
pression for therapeutic purposes.

I. INTRODUCTION

The gene circuitry of an organism connects its gene set
(genome to its patterns of phenotypic expression. The geno-
type is determined by the information encoded in the DNA
sequence, the phenotype is determined by the context-
dependent expression of the genome, and the circuitry inter-
prets the context and orchestrates the patterns of expression.
From this perspective it is clear that gene circuitry is at the
heart of modern molecular biology. However, the situation is
considerably more complex than this simple overview would
suggest. Experimental studies of specific gene systems by
molecular biologists have revealed an immense variety of
molecular mechanisms that are combined into complex gene
circuits, and the patterns of gene expression observed in re-
sponse to environmental and developmental signals are
equally diverse.

The enormous variety of mechanisms and circuitry
raises questions about the bases for this diversity. Are these
variations in design the result of historical accident or have
they been selected for specific functional reasons? Are there
design principles that can be discovered? By design principle
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FIG. 1. Schematic diagram of a bacterial transcription unit. The structure of =~ Reg  Reg* g l
the unit consists of two genes {@nd G), bounded by a promoter sequence S
(P) and a terminator sequenc¢&), and preceded by upstream modulator -
sites (M, and M,) that bind regulators capable of altering transcription ini- —
tiation. The solid arrow represents the mRNA transcript. C D

we mean a rule that characterizes some biological feature _ Reg  Reg*

exhibited by a class of systems such that discovery of the ‘ N ;1:

rule allows one not only to understand known instances bul :

also to predict new instances within the class. For many /}\ L 2

years, most molecular biologists assumed that acciden Reg P l

played the dominant role, and the search for rules receivec x__~ TN

little attention. More recently, simple rules have been iden- é: W

tified for a few variations in design. Accident and rule both —_—

have a role in evolution and their interplay has become

clearer in these well-studied cases. This area of investigation . - . .

is in its inf d manv such questions remain unanFIG. 2. Input signals for transcription units can arise either from the extra-

IS In its infancy an y q cellular environment or from within the cell. S is a stimulus, Rec and*Rec

swered. are the inactive and active forms of the receptor, and Reg anti egthe
This review article addresses the search for design prininactive and active forms of the regulatda) Signal transduction from the

ciples among elementary gene circuits. It reviews first SeVgextracellular environment to an intracel!ular transcriptipn unit via a Fwo—
| el ts of desi f . its. th th i mponent systeniB) The extracellular signal molecule is transported into

eral elements of design Tor _ggne C!rCUI S'_ en ma _ ematiCae cell where it interacts directly with the regulator of a transcription unit.

methods used to study variations in design, and finally eX¢c) The signal molecule is transported into the cell where it is transformed

amples of design principles that have been discovered foria a metabolic _pa_thway_to produce a prpduct that interacts w_ith‘ the regu-

eIementary gene circuits in prokaryotes. !ator ofatran;crlptlon unitd) The outpu; sngna_l frqm_one transcription unit

is the input signal to another transcription unit within the cell.

Il. ELEMENTS OF DESIGN AND THE NEED FOR o 3 _
DESIGN PRINCIPLES tected by binding to specific receptor molecules, which

_ ) ) ) propagate the signal to specific regulatory molecules in a
The behavior of an intact biological system can seldom,cess called transduction, although in many cases the regu-
be related directly to its underlying genome. There are seVpyor molecules are also the receptor molecules. Regulator

eral different levels of hierarchical organization that inter-ps1ecyles in turn bind to the modulator sites of transcription
vene between the genotype and the phenotype. These levelSiis in one of two alternative modes, and the signals are

are linked by gene circuits that can be characterized in termg, y;ineq in a logic unit to determine the rate of transcrip-

of the following elements of design: transcription unit, iNput tjon On the output side, transcription initiates an expression
signaling, mode of control, logic unit, expression cascadegagcade that yields one or many mRNA products, one or
and_connechwty. Each pf _these elements exhibits a variety %any protein products, and possibly one or many products of
realizations whose basis is poorly understood. enzymatic activity. Thus, the transcription unit emits a fan-

A. Transcription unit out of signals, which are then connected in a diverse fashion
to the receptors of other transcription units to complete the

A landmark in our understanding of gene circuitry Wasinterlocking gene circuitry.

the discovery by Jacob and Monod of the opetdhe sim-
plest of transcription units. This unit of sequence organiza- L
tion consists of a set of coordinately regulated structuraF" Input signaling
genes(e.g., G and G in Fig. 1) that encode proteins, an The input signals for transcription units can arise either
up-stream promoter sit€P) at which transcription of the from the external environment or from within the cell. When
genes is initiated, and a down-stream terminator @jeat  signals originate in the extracellular environment, they often
which transcription ceases. Modulator sitesy., My and M,  involve binding of signal molecules to specific receptors in
in Fig. 1) associated with the promoter bind regulatory pro-the cellular membranfFig. 2(a)]. In bacteria, alterations in
teins that influence the rate of transcription initiati@mpera- the membrane-bound receptor are communicated directly to
tor sites bind regressors that down-regulate high-level proregulator proteins via short signal transduction pathways
moters, or initiator sites bind activators that up-regulate low-called “two-component systems?®’In other cases, signal
level promoters molecules in the environment are transported across the
Transcription units are the principal feature aroundmembrangFig. 2(b)], and in some cases are subsequently
which gene circuits are organized. On the input side, signalmodified metabolically{Fig. 2(c)], to become signal mol-
in the extracellular(or intracellulay environment are de- ecules that bind directly to regulator proteifs these cases
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FIG. 3. Alternative modes of gene control. The top panels illustrate the + - Yes Yes OFF ON
negative mode of control in which the bias for expression is ON in the
absence of the regulator, and regulation is achieved by modulating the e Yes No ON
fectiveness of a negative element. The bottom panels illustrate the positiv No Yes OFF OFF
mode of control in which the bias for expression is OFF in the absence o
the regulator, and regulation is achieved by modulating the effectiveness ¢ No No OFF ON

a positive element. The solid arrow represents the mRNA transcript. In eac

case, induction by the addition of a specific inducer causes the state of the

system to shift from the left to the right, whereas repression by the additiolFIG. 4. Logic unit with two inputs. The transcription unit is described in

of a specific co-repressor causes the state of the system to shift from right feig. 1, the regulator Rinteracts with the modulator site jWia the positive

left. mode, the regulator Rnteracts with the modulator sites,Mia the negative
mode, and the signals are combined by a simple logical function. The logic
table is provided for the logical AND and logical OR functions.

the receptor and regulator are one and the same mojecule

When signals arise from other transcription units within the

cell, the regulator can be the direct output signal from such &ases, the regulator is always in the functional form, and its

transcription uni{Fig. 2(d)]. It can also be the terminus of a level of expression varies as the result of changes in its rate

signal transduction pathway in which the upstream signal i®f synthesis or degradation. These different ways of realizing

the output from such a transcription unit. Thus, the inputvariations in the functional form of the regulator are found

signals for transcription units are ultimately the regulatorsfor both positive and negative modes of control.

whether signals are received from the extracellular or intra-

cellular environment. The regulators in most cases are prgy Logic unit

tein molecules, although this function can be preformed in

some cases by other types of molecules such as anti-sense The control regions associated with transcription units
RNA. may be considered the logic unit where input signals from

various regulators are integrated to govern the rate of tran-
scription initiation. There are two lines of evidence suggest-
ing that most transcription units in bacteria have only a few
Regulators exert their control over gene expression byegulatory inputs. First, the early computational studies of
acting in one of two different modé§ig. 3).% In the positive  Stuart Kauffman using abstract random Boolean networks
mode, they stimulate expression of an otherwise quiescerstuggested that two or three inputs per transcription unit were
gene, and induction of gene expression is achieved by sumptimal? If the number of inputs was fewer on average, the
plying the functional form of the regulator. In the negative behavior of the network was too fixed; whereas if the num-
mode, regulators block expression of an otherwise activéer was greater on average, the behavior was too chaotic.
gene, and induction of gene expression is achieved by reFhe optimal behavior associated with a few inputs often is
moving the functional form of the regulator. Each of thesedescribed as “operating at the edge of chadsSecond,
two designs(positive or negativerequires the transcription with the arrival of the genomic era and the sequencing of the
unit to have the appropriate modulator siteitiator type or  complete genome for a number of bacteria, there is now
operator typg and promoter functionlow level or high  experimental evidence regarding the distribution of inputs
level). per transcription unit. The sequence Escherichia cofi has
Variations in the level of the functional form of the regu- shown that the number of modulator sites located near the
lator can be achieved in different ways. Regulator moleculepromoters of transcription units is on average approximately
can have a constant or constitutive level of expression. Inwo to three’ The large majority have two and a few have as
this case, the functional form of the regulator is created omany as five.
destroyed by molecular alterations associated with the bind- A simple logic unit is illustrated in Fig. 4 for the case
ing of specific ligandginducers or co-regressgrdn other  with two inputs. This example includes the classical lactose

C. Mode of control
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(lac) operon ofE. coli, which has a positive and a negative

regulator; the AND function is the logical operator by which %L Gis 91 lﬁm

these signals are combinBdhe logic units of eukaryotes —Xe NA ~1& X4 mRNA —> ‘ Xg, NA —1-Yo X, mRNA —>

can be considerably more complex. X7, AA-L>X5, Regulator — X7, AAi>x2, Enzyme —»
E. Expression cascades —

Expression cascades produce the output signals frofG. 6. Connectivity by which expression cascades become coupled. El-
- . . . ementary circuit consisting of a regulator cascade on the left and an effector
tran_scnptlon units. They typlcally reﬂeCt the ﬂow of '”fF’r' cascade on the right. The protein product that is the output of the left cas-
mation from DNA to RNA to protein to metabolites, which cade is a regulator of both transcription units, and the metabolic intermedi-
has been called the “Central Dogma” of molecular biology. ate that is an output of the right cascade is an inducer that modulates the
The initial output of a transcription unit is an mMRNA mol- effectiveness of the regulator at each transcription unit.
ecule that has a sequence complementary to the transcribed

DNA strand. The mRNA in turn is translated to produce theyeqjator proteins modulating expression of the transcription

encoded protein product. The protein product in many inynit in which they are encoded, a form of regulation termed

stances is an enzyme, which in turn catalyzes a Specific 1e;,15qenoud® Another common form of connection involves
action to produce a particular metabolic product. This ing,e coupling of expression cascades for an effector function
skeletal form is the expression cascade that is initiated by,q for its associated regulafdrSuch couplings are called

signals affecting a transcription urifig. 5). elementary gene circuits and an example is represented sche-
There are many variations on this theme. There can bFnaticaIIy in Fig. 6.

additional stages in such cascades and each of the stages is a Connectivity provides a way of coordinating the expres-

potential target for regulation. For example, the cascadgjon of related functions in the céffl. The operon, a tran-
might include posttranscriptional or postiranslational stagegrintion unit consisting of several structural genes that are

in which products are processed before the next stage in thegynseriped as a single polycistronic mRNA, provides one
cascade. The cascade can also include a stage in whichy@, ot coordinating the expression of several genes. Another
RNA template is used to transcribe a complementary DNA 5y s to have each gene in a separate transcription unit and

copy, as is the case with retroviruses and retrotransposonsyaye 4| the transcription units connected to the same regu-
There can be multiple products produced at each stage ¢f

) tory input signal. Such a set of coordinately regulated tran-
such cascades. For example, several different MRNA MOl intion units is known as a regulon. Other, and more flex-

ecules can arise from the same transcription unit by regulgpe \ays also exist. For example, when signals from several
tion of transcription termination. Several different prOteinSreguIators are assembled in a combinatorial fashion to gov-
can be synthesized from the same mRNA and this is ofteR, 5 collection of transcription units, each with its own logic

the case in bacteria. Several metabolic products can be propit diverse patterns of gene expression can be orchestrated
duced by a given multifunctional enzyme, depending upony, response to a variety of environmental contexts.
its modular composition. Thus, transcription units can be

considered to emit a fan of output signals. . METHODS FOR COMPARING DESIGNS TO
REVEAL DESIGN PRINCIPLES

F. tivit .
Connectivity Several different approaches have been used to analyze

The connectivity of gene circuits, defined as the manneand compare gene circuits, and each has contributed in dif-
in which the outputs of transcription units are connected tderent ways to our understanding. Here | need only mention
the inputs of other transcription units, varies enormouslythree of the approaches that have been dealt with in greater
The evidence foE. coli suggests a fairly narrow distribution detail elsewhere.
of input connections with a mean of two to three, WhereasA T ¢ model
the distribution of output connections has a wider distribu- - Ypes ot models
tion with some transcription units having as many as 50 out-  Simplified models based on random Boolean networks
put connections. A large number of the connections involvéhave been used to explore properties that are likely to be

present with high probability regardless of mechanistic de-

tails or evolutionary history. These tend to be discrete/

deterministic models that permit efficient computational ex-

ploration of large populations of networks, which then

Messenger — permit statistical conclusions to be drawn. The work of

Kauffman provides an example of this appro4chhe ele-

——}—> Protein —» ments of design emphasized in this approach are the input

logic units and the connectivity, and properties of the net-

Metabolite — work are examined as a function of network size.

fe s E _ de that o5 sionals in th . . Detailed mechanistic models have been used to test our
s e e e s o Thderstanding of partcular gene ciruts. The goal is o rep-
Additional stages are possible, and each stage can give rise to multipEeS€Nt the detailed behavior as faithfully as possible. A mix-
output signals. ture of discrete/continuous/deterministic/stochastic model el-

— Gene —™

Downloaded 21 Aug 2003 to 128.111.83.97. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/chaos/chocr.jsp



146 Chaos, Vol. 11, No. 1, 2001 Michael A. Savageau

ements might be used, depending upon the particular circuit. r n+m r n+m

These are computationally intensive and require numericadX; /dt= >, a; [] Xk~ > sull X?‘“‘, i=1,.n,
values for the parameters, and detailed quantitative compari- k=1 =1 k=1 =1

sons with experimental data are important means of valida- )
tion. The work of Arkin and colleagues illustrates this and synergisti¢S) systems

approach? The elements of design emphasized in this ap- n+m n+m

p_roa(_:h are all those that manifest themselves in the particular dX; /dt= e H xjgii - B, H x;‘ij’ i=1,..n. 3
circuit being modeled. j=1 j=1

Generic models for specific classes of circuits have beefe gerivatives of the state variables with respect to time
used to identify design principles for each class. The aim of, o given bydX. /dt. The a andg parameters are defined as
these models is to capture qualitative features of behavigy, Eq. (1) and are used to characterize the positive terms in
that hold regardless of the specific values for the parameterg,qs_(z) and (3), whereas theg and h parameters are simi-

and hence that are applicable to the entire class being chagyy gefined and are used to characterize the negative terms.
acterized. These tend to be continuous/deterministic modelphere are in general dependent variablesn independent

with a regular formal structure that facilitates analytical and, 4 iaples. and a maximum afterms of a given sign. The

numerical comparisons. Examples of this approach will bgegyiting power-law formalism can be considered a canonical
reviewed below in Sec. IV. The elements of design that tend,qnjinear representation from at least three different perspec-
to be emphasuzed_m this a_ppro_ach are expresgo_n cascad%es: fundamental, recast, and lo¢al.
modes of control, input logic units, and connectivity. As the natural representation of the elements postulated
to be fundamental in a variety of fields, the power-law for-
malism can be considered a canonical nonlinear representa-
B. A comparative approach to the study of design tion. There are a number of representations that are consid-
L . L . ered fundamental descriptions of the basic entities in various
. The el_u0|dat|on of _deS|gn principles for a cl_ass of I fields. Four such representations that are extensively used in
cuits requires a formallsm to represenf[ qlternatlve _deS|gn hemistry, population biology, and physiology are mass-
methods of anal_y5|s capable of predlctlng hehavior, an ction, Volterra—Lotka, Michaelis—Menten, and linear repre-
methods for making well-controlled comparisons. sentations. These are, in fact, special cases of the GMA-
system representatidfiwhich, as noted earlier, is one of the
two most common representations within the general frame-
work of the power-law formalism. Although, the power-law
The power-law formalism combines nonlinear elementsformalism can be considered a fundamental representation of
having a very specific structur@roducts of power laws chemical kinetic events, this is not the most useful level of
with a linear operatofdifferentiation) to form a set of ordi-  representation for comparing gene circuits because it is much
nary differential equations, which are capable of representingoo detailed and values for many of the elementary param-
any suitably differentiable nonlinear function. This makes iteters will not be available. Nor does the structure of the
an appropriate formalism for representing alternative deGMA equations lend itself to general symbolic analysis.
signs. As a recast description, the power-law formalism can be
The elements of the power-law formalism are nonlinearconsidered a canonical nonlinear representation in nearly ev-
functions consisting of simple products of power-law func-ery case of physical interest. This is because any nonlinear
tions of the state variabl&s function or set of differential equations that is a composite of
Di(X) = @ X 911X 92X 913 X Gin (1) elementary functions can be transformed exactly in}g the
power-law formalism through a procedure caltedasting
The two types of parameters in this formalism are referred td'his is a well-defined procedure for generating a globally
as multiplicative parameterg«;) and exponential param- accurate representation that is functionally equivalent to the
eters(g;;). They also are referred to aate-constant param- original representation. In this procedure one trades fewer
etersandkinetic-order parameterssince these are accepted equations with more complex and varied forms of nonlinear-
terms in the context of chemical and biochemical kineticsity for more equations with simpler and more regular nonlin-
The multiplicative parameters are non-negative real, the exear forms. Although the power-law formalism in the context
ponential parameters are real, and the state variables aof recasting has important uses and allows for efficient nu-
positive real. merical solution of differential equations, this again is not
Although the nonlinear behavior exhibited by these non-the most useful level of representation for comparing alter-
linear elements is fairly impressive, it does not represent theative designs for gene circuits because it does not lend itself
full spectrum of nonlinear behavior that is characteristic ofto general systematic analysis.
the power-law formalism. When these nonlinear elements are  As a local description, the power-law formalism can be
combined with the differential operator to form a set of or- considered a canonical nonlinear representation that is typi-
dinary differential equations they are capable of representingally accurate over a wider range of variation than the cor-
any suitably differentiable nonlinear function. The two mostresponding linear representation. The state variables of a sys-
common representations within the power-law formalism arédem can nearly always be defined as positive quantities.
generalized-mass-actidGMA) systems Therefore, functions of the state variables can be represented

1. Canonical nonlinear representation
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equivalently in a logarithmic space—i.e., a space in whichsame methods of analysis can be applied at each hierarchical
the logarithm of the function is a function of the logarithms level.
of the state variables. This means that a Taylor series in Power-law expressions are found at all hierarchical lev-
logarithmic space can also be used as a canonical represegls of organization from the molecular level of elementary
tation of the function. If the variables make only small ex- chemical reactions to the organismal level of growth and
cursions about their nominal operating values, then this seallometric morphogenests. This recurrence of the power
ries can be truncated at the linear terms, transformed badkw at different levels of organization is reminiscent of frac-
into Cartesian coordinates, and expressed in the power-latal phenomena, which exhibit the same behavior regardless
formalism. Thus, Taylor's theorem gives a rigorous justifi-of scale’ In the case of fractal phenomena, it has been
cation for the local power-law formalism and specific errorshown that this self-similar property is intimately associated
bounds within which it will provide an accurate representa-with the power-law expressidf.Hence, it is not surprising
tion. that the power-law formalism should provide a canonical
A rigorous and systematic analysis of the second-ordefepresentation with telescopic properties appropriate for the
contributions to the local power-law representation has beepharacterization of complex nonlinear systems.
developed by Salvaddf:'®This analysis provides a valuable Finally, piecewise power-law representations provide a
approach for making rational choices concerning model relogical extension of the local power-law representation. The
duction. By determining the second-order terms in thepiecewiselinear representation has long been used in the
power-law approximation of a more complex model one cartemporal analysis of electronic circufts.It simplifies the
determine those parts of the model that are accurately repr@nalysis, converting an intractable nonlinear system of equa-
sented by the first-order terms. These parts of the model cdiPns into a series of simple linear systems of equations
be safely represented by the local representation; those paMé10se behavior, when pieced together, is capable of closely
that would not be represented with sufficient accuracy ca@pPproximating that of the original system. A different use of
then be dealt with in a variety of ways, including a morean analogous piecewise representation was developed by
fundamental model or a recast model, either of which wouldode to simplify the interpretation of complex rational func-
leave the resulting model within the power-law representaiions that characterize the frequency response of electronic
tion. circuits?® This type of Bode analysis was adapted for inter-

The |Oca| S_System representation W|th|n the power-|av\;)retati0n of the rational functions tl’aditionally used to repl’e-
formalism has proved to be more fruitful than the local Sent biochemical rate laf%sand then developed more fully
GMA-system representation because of its accuracy antito a systematic power-law formalism for the local repre-
structure. It is typically more accurate because it allows foise€ntation of biochemical systems consisting of many enzy-
cancellation of systematic errof$2 It has a more desirable matic reactions? In analogy with traditional piecewise lin-
structure from the standpoint of general symbolic analysis€@r analysis, a piecewise power-law representatiqn has been
there is an analytical condition for the existence of a steadgl€veloped and used to analyze models of gene circ(dey
state, an analytical solution for the steady state, and an an&€¢- IV O. This form of representation greatly simplifies the
lytical condition that is necessary for the local stability of the@nalysis; it also captures the essential nonlinear behavior
steady state. The regular structure and tractability of thénore directly and with fewer segments than would a piece-
S-system representation is an advantage in systematic ayyise linear representation.
proaches for inferring the structure of gene networks from .
global expression dafd. 2. Methods of analysis

The S-system representation, like the linear and The regular, systematic structure of the power-law for-
Volterra—Lotka representations, exhibits the same structurmalism implies that methods developed to solve efficiently
at different hierarchical levels of organizatiéhwWe call this  equations having this form will be applicable to a wide class
thetelescopigoroperty of the formalism. Only a few formal- of phenomena. This provides a powerful stimulus to search
isms are known to exhibit this property. A canonical formal-for such methods. The potential of the power-law formalism
ism that provides a consistent representation across various this regard has yet to be fully exploited. The following are
levels of hierarchical organization in space and time has aome examples of generic methods that have been developed
number of advantages. For example, consider a system désr analysis within the framework of the power-law formal-
scribed by a set of S-system equations wittdependent ism.
variables. Now suppose that the variables of the system form The simplicity of the local S-system representation has
a temporal hierarchy such thiabf them determine the tem- led to the most extensive development of theory, methodol-
poral behavior of the system. Tme-k “fast” variables are  ogy, and applications within the power-law formalisfrin-
further assumed to approach a quasi-steady state in whiateed, as discussed in Sec. IlIB 1, the local S-system repre-
they are now related to tHetemporally dominant variables sentation allows the derivation of important systemic
by power-law equations. When these relationships are sulproperties that would be difficult, if not impossible, to de-
stituted into the differential equations for the temporally duce by other means. These advances have occurred because
dominant variables, a new set of differential equations Wwith it was recognized from the beginning that the steady-state
dependent variables is the result. This reduced set is also amalysis of S-systems reduces to conventional linear analysis
S-system; that is, the temporally dominant subsystem is refn a logarithmic space. Hence, one was able to exploit the
resented within the same power-law formalism. Thus, thgowerful methods already developed for linear systems. For
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example, S-systems have an explicit analytical solution foil3. Mathematically controlled comparison of
the steady stat¥:?’ The condition for the existence of such a alternatives
steady state reduces to the evaluation of a simple determinant The existence of an explicit solution allows for the ana-

involving the exponential parameters of the S-system. Localtical specification of systemic constraints or invariants that
stability is determined by two critical conditions, one involv- provide the basis for the method of mathematically con-
ing only the exponential parameters and the other involvingrolled comparisond®1:27:3%:353¢The method involves the
these as well as the multiplicative parameters. Steady-stafellowing steps.(1) The alternatives being compared are re-
(logarithmig gain matrices provide a complete network stricted to having differences in a single specific process that
analysis of the signals that propagate through the systememains embedded within its natural mili€@) The values
Similarly, steady-state sensitivity matrices provide a com-of the parameters that characterize the unaltered processes of
plete sensitivity analysis of the parameters that define thene system are assumed to be strictly identical with those of
system and its robustness. The linear structure also permitge corresponding parameters of the alternative system. This
the use of well-developed optimization theory such as théduivalence of parameter values within the systems is called
simplex method?® internal equivalencelt provides a means of nullifying or
Analytical solutions for the local dynamic behavior are diminishing the influence of the background, which in com-

available, including eigenvalue analysis for characterizatioP!€X Systems is largely unknow(B) Parameters associated
of the relaxation time® The regular structure also allows With the changed process are initially free to assume any

the conditions for Hopf bifurcation to be expressed as avalue. This allows the creation of new degrees of freedom.

simple formula involving the exponential parametds. (4) The extra degrees of freedom are then systematically re-

However, S-systems are ultimately nonlinear systems and Sd%uced by imposing co.ns'.[ra'mts on the external bghawor of
there is no analytical solution for dynamic behavior outsidet e systems, e.g,, by insisting that signals transmitted from
input (independent variablg$o output(dependent variablgs

the range of accurate linear representation, which is morge amplified by the same factor in the alternative systems. In

rgstrictive thgn t.he range of accurate.power—lf':lw rgpr.eserjtqhis way the two systems are made as nearly equivalent as
tion. Determination of the local dynamic behavior within this ,,qqjpje in their interactions with the outside environment.

larger range, and the determination of global dynamic behavrys is calledexternal equivalence() The constraints im-
ior, requires numerical methods. posed by external equivalence fix the values of the altered
An example of what can be done along these lines is thgarameters in such a way that arbitrary differences in sys-
efficient algorithm developed for solving differential equa- temic behavior are eliminated. Functional differences that
tions represented in the canonical power-law formafiém. remain between alternative systems with maximum internal
This algorithm, when combined with recastitizan be used  and external equivalence constitute irreducible differences.
to obtain solutions for rather arbitrary nonlinear differential (6) When all degrees of freedom have been eliminated, and
equations. More significantly, this canonical approach hashe alternatives are as close to equivalent as they can be, then
been shown to yield solutions in shorter time and withcomparisons are made by rigorous mathematical and com-
greater accuracy, reliability, and predictability than is typi- puter analyses of the alternatives.
cally possible with other methods. This algorithm can be  Two key features of this method should be noted. First,
applied to other canonical formalisms as well as to all repbecause much of the analysis can be carried out symboli-
resentations within the power-law formalism. This algorithmcally, the results are often independent of the numerical val-
has been implemented in a user-friendly program call PLAS/es for particular parameters. This is a marked advantage
(Power-Law Analysis and Simulatiarwhich is available on Pecause one does not know, and in many cases it would be
the web(http://correio.cc.fc.ul.pttaenf/plas.html impractical to obtain, all the parameter values of a complex
Another example is an algorithm based on the S-systerﬁyStem'_ Second, the method gllows one to determine t_he rela-
representation that finds multiple roots of nonlinear algebraidVe OPtima of alternative designs without actually having to

equations®3* Recasting allows one to express rather genera?a"y out an optimizatiori.e., without having to determine

nonlinear equations in the GMA-system representationeXp"C't values for the parameters that optimize the perfor-

within power-law formalism. The steady states of the GMA-mance of a given designif one can show that agiven de-
system, which correspond to the roots of the original al e-Slgn with an arbitrary set of parameter values is always su-
ystem, . P . . g 9 perior to the alternative design that has been made internally
braic equation, cannot be obtained analytically. However

h | . | . el "~ and externally equivalent, whether or not the set of param-
these power-law equations can be solved iteratively using 8ter values represents an optimum for either design, then one

local S-system representation, which amounts to & NewtoRaq hroved that the given design will be superior to the al-
method in logarithmic space. Each step makes use of thgymative even if the alternative were assigned a parameter
analytical solution that is available with the S-system represet that optimized its performance. This feature is a decided
sentation(see earlier in this wotk The method is robust and advantage because one can avoid the difficult procedure of
converges rapidlf’? Choosing initial conditions to be the optimizing complex nonlinear systems.

solution for an S-system with terms selected in a combina-  The method of mathematically controlled comparison
torial manner from among the terms of the larger GMA-has been used for some time to determine which of two
system has been shown to find many, and in some cases alternative regulatory designs is better according to specific
of the roots for the original equatiorid. quantitative criteria for functional effectiveness. In some
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cases, as noted above, the results obtained using this techABLE I. Predicted correlation between molecular mode of control and the
nique are general and qualitatively clear cut, i.e., one desigfiemand for gene expression in the natural environment.
is always better than anqther, mdependent. of parameter val- Mode of control
ues. For example, consider some systemic property, say a

particular parameter sensitivity, whose magnitude should be Pemand for expression Positive Negative
as small as possible. In many cases, the ratio of this property High Selected Lost
in the alternative design relative to that in the reference de- Low Lost Selected

sign has the fornk=A/(A+ B) whereA andB are positive
guantities with a distinct composition involving many indi-

vidual parameters. Such a ratio is always less than Ongyates that the mode of control is correlated with the demand
which indicates that the alternative design is superior to the,, gene expression in the organism’s natural environment:
reference design with regard to this desirable property. 'rbositive when demand is high and negative when demand is
other cases, the results m.ight be general but difficult to demp,,, Development of this theory involved elucidating func-
onstrate because the ratio has a more complex form, anghn,| differences, determining the consequences of muta-
comparisons made with specific values for the parametergynq entropy (the tendency for random mutations to de-

can help to clarify the situation. In either of these casesqyye highly ordered structures rather than contribute to their
comparisons made with specific values for the parameterg,mation, and examining selection in alternative environ-
also can provide a quantitative answer to the question of hoW,ants

much better one of the alternatives might be. , _ Detailed analysis involving mathematically controlled
In contrast to the cases discussed previously, in which @5 mharisons demonstrates that model gene circuits with the

clear-cut qualitative difference exists, a more ambiguous rez e native modes of control behave identically in most re-

sult is obtained when either of the alternatives can be bettegpects_ However, they respond in diametrically opposed

depending on the specific values of the parameters. For ezays to mutations in the control elements themsefédu-
ample, the ratio of some desirable systemic property in theyional entropy leads to loss of control in each case. How-

alternative design relative to that in the reference desig_n ha@\/er, this is manifested as super-repressed expression in cir-
the formR=(A+C)/(A+B), whereA, B, andC are posi- ¢ jits with the positive mode of control, and constitutive
tive quantities with a distinct composition involving many eynression in circuits with the negative mode. The dynamics
individual parameters. For some values of the |nd|V|_duaI Paut mixed populations of organisms that harbor either the mu-
rametersC>B and for other value€<B, so there is N0 (3¢ or the wild-type control mechanism depend on whether
clear-cut qualitative result. A numerical approach _to thisihe demand for gene expression in the environment is high or
problem has recently been developed that combines thg,, 38 The results are summarized in Table I. The basis for
method of mathematically controlled comparison with statiSyhese results can be understood in terms of the following
tical tgchnlques to ylelld numerical resylts that are general I{ualitative argument involving extreme environments.
a st_atlstlcal sens¥. This apprc_;ach retains some of th_e gen- A gene with a positive mode of control and a high de-
erality that makes mathematically controlied comparison sQnang for its expression will be induced normally if the con-
attractive, an_d aF the same t|rT_1e provides quantitative result$y mechanism is wild type. It will be uninduced if the con-
that are lacking in the qualitative approach. trol mechanism is mutant, and, since expression cannot meet
the demand in this case, the organism harboring the mutant
IV. EXAMPLES OF DESIGN PRINCIPLES FOR mechanism will be selected against. In other words, the func-
ELEMENTARY GENE CIRCUITS tional positive mode of control will be selected when mutant
Each design feature of gene circuits allows for severabnd wild-type organisms grow in a mixed population. On the
differences in design. Our goal is to discover the design prinother hand, in an environment with a low demand for expres-
ciples, if such exist, that would allow one to make predic-sion, the gene will be uninduced in both wild-type and mu-
tions concerning which of the different designs would betant organisms and there will be no selection. Instead, the
selected under various conditions. For most features, the deautants will accumulate with time because of mutational
sign principles are unknown, and we are currently unable t@ntropy, and the wild-type organisms with the functional
predict which design among a variety of well-characterizedoositive mode of control will be lost.
designs might be selected in a given context. In a few cases, The results for the negative mode of control are just the
as reviewed later, principles have been uncovered. There areverse. A gene with a negative mode of control and a low
simple rules that predict whether the mode of control will bedemand for its expression will be uninduced normally if the
positive or negative, whether elementary circuits will be di-control mechanism is wild type. It will be constitutively in-
rectly coupled, inversely coupled, or uncoupled, and whetheduced if the control mechanism is mutant, and, since inap-
gene expression will switch in a static or dynamic fashion.propriate expression in time or space tends to be dysfunc-
More subtle conditions relate the logic of gene expression téional, the organism harboring the mutant mechanism will be
the context provided by the life cycle of the organism. selected against. In other words, the functional negative
mode of control will be selected when mutant and wild-type
organisms grow in a mixed population. On the other hand, in
A simple demand theory based on selection allows on@n environment with a high demand for expression, the gene
to predict the molecular mode of gene control. This theorywill be induced in both wild-type and mutant organisms and

A. Molecular mode of control
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TABLE II. General predictions regarding the mode of control for regulation Lytic functions
of cell-specific functions in differentiated cell typés.
e ———
Cell-specific functions +
8 tL1 nutL N oL pL ¢l oR3 pRM oR2 pR oR1 CRO nutR tFl18
Cell type A B + +
A Positive Negative
B Negative Positive Lytic functions
3See Fig. 7 and discussion in the text for a specific example. Lytic Growth

there will be no selection. Instead, the mutants will accumu- Lysogenic functions

late with tw_ne bec_ause of mu_tatlonal ent_ropy, and the wild- .

type organisms with the functional negative mode of control

will be lost. 8tL1 nutL N oL pL ¢l oR3 pRM oR2 pR oR1 CRO nutR tR18
The predictions of demand theory are in agreement witf -L ! + -

nearly all individual examples for which both the mode of Q

control and the demand for expression are

well-documented® On the basis of this strong correlation,
one can make predictions concerning the mode of contrc.
when the natural demand for expression is known, Or VIC&G. 7. switching the mode of control for regulated cell-specific functions
versa. Moreover, when knowledge of cellular physiologyduring differentiation. The temperate bacteriophagean be considered a
dictates that pairs of regulated genes should be subject to tisinple model system that exhibits two differentiated for(fisip panel The
same demand regime. even if it is unknown whether théytic form in which the phage infects a cell, multiplies to produce multiple

. 9 ! . . . phage copies, lysis the cell, and the released progeny begin another cycle of
demand in the natural enV"‘O”m_ent is high or low, then deqytic growth. (Bottom panel The lysogenic form in which the phage ge-
mand theory allows one to predict that the mode of controhome is stably incorporated into the host cell DNA and is replicated pas-
will be of the same type for both genes. Conversely, wher§ively once each time the host genome is duplicated. During differentiation,

. . . en the lysogenic phage is induced to become a lytic phage or the lytic
such ge_nes Sho%’"?' ,be SUbJeCt to opposite demand rgglm 'age becomes a lysogenic phage upon infection of a bacterial cell, the
and again even if it is unknown whether the demand in th&node of control switches from positive to negative or vice versa because of
natural environment is high or low, then demand theory althe interlocking gene circuitry of phage See text for further discussion.
lows one to predict that the mode of control will be of the
opposite type for these genes. The value of such predictions A . .
is that once the mode of control is determined experimentall lons) are in high demand and are predicted to involve the

for one of the two genes, one can immediately predict th ho&g\lle mode OBCOPII’OI!;.lr;]t.hIS Icase, the%{ arte controllle.d by
mode of control for the other. e Cl gene product, which is also an activator exercising a

Straightforward application of demand theory to the Con_positive mode of control. The mode in each individual case

trol of cell-specific functions in differentiated cell types not 'S _pred|ct_ed_ c?’rrectly, and the_ SW'tCh".]g of modes d_unng
only makes predictions about the mode of control for thesed'ﬁere.m""ltlorl (from lysogenic t_o lytic grovvth or vice
functions in each of the cell types, but also makes the sur\-/ersa is brought about by the interlocking circuitry of
prising prediction that the mode of control itself ought to phagen.
undergo switching during differentiation from one cell type
to anothef® Table Il summarizes the general predictions,
and Fig. 7 provides a specific example of a simple model There are logically just three patterns of coupling be-
system, cells oEscherichia coliinfected with the temperate tween the expression cascades for regulator and effector pro-
bacteriophage,, that fulfills these predictions. During lytic teins in elementary gene circuits. These are the directly
growth (cell type A in Table 1), the lytic functions(A- coupled, uncoupled, and inversely coupled patterns in which
specific functionsare in high demand and are predicted toregulator gene expression increases, remains unchanged, or
involve the positive mode of control. Indeed, they are con-decreases with an increase in effector gene expre$Bign
trolled by the N gene product, which is an anti-terminator8). Elementary gene circuits in bacteria have long been stud-
exercising a positive mode of control. At the same time, thded and there are well-characterized examples that exhibit
lysogenic functiongB-specific functionsare in low demand each of these patterns.

and are predicted to involve the negative mode of control. In A design principle governing the pattern of coupling in
this case, they are controlled by the CRO gene productsuch circuits has been identified by mathematically con-
which is a repressor exercising a negative mode of controkrolled comparison of various desighsThe principle is ex-
Conversely, during lysogenic growticell type B in Table pressed in terms on two properties: the mode of control
I, the lytic functions(A-specific functiong are in low de-  (positive or negativeand the capacity for regulated expres-
mand and are predicted to involve the negative mode of corsion (large or small ratio of maximal to basal level of expres-
trol. Indeed, they are controlled by the Cl gene productsion). According to this principle, one predicts that elemen-
which is a repressor exercising a negative mode of controtary gene circuits with the negative mode and small,
At the same time, the lysogenic functioB-specific func- intermediate, and large capacities for gene regulation will

Lysogenic Growth

B. Coupling of elementary gene circuits
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TABLE lll. Predicted patterns of coupling for regulator and effector cas-

B Directly Coupled B - o

@ 3 cades in elementary gene circuits.

= : "

@ Uncoupled nduction Mode of control ~ Capacity for regulatién  Pattern of coupling

R e <1

o3 b3y . .

3 3 Positive Large Directly coupled

& ~ < Positive Intermediate Uncoupled

_gJ’ Inversely Coupled 3 Positive Small Inversely coupled
Negative Large Inversely coupled

Log (Stimulus) Log (Stimulus) Negative Intermediate Uncoupled

Negative Small Directly coupled

FIG. 8. Coupling of expression in elementary gene circuits. The panel on
the right shows the steady-state expression characteristic for the effectegapacity for regulation is defined as the ratio of maximal to basal level of
cascade in Fig. 6. The panel on the left shows the steady-state exPressmékpression.

characteristic for the regulator cascade. Induction of effector expression oc-

curs while regulator expression increagdsectly coupled expressignre-
mains unchangeduncoupled expressignor decreasesinversely coupled
expression

In the various models, the values for all corresponding
parameters other than the four regulatory parameters are
made equalinternal equivalenge The four regulatory pa-
exhibit direct coupling, uncoupling, and inverse coupling,rameters have their values constrained so as to produce the
respectively. Circuits with the positive mode, in contrast, aresame steady-state expression characteri@idernal equiva-
predicted to have inverse coupling, uncoupling, and directence. Models exhibiting each of the three patterns of cou-
coupling. pling are represented within the space of the constrained

The approach used to identify this design principle in-regulatory parameters.
volves (1) formulating kinetic models that are sufficiently Six quantitativea priori criteria for functional effective-
generic to include all of the logical possibilities for coupling ness are used as a basis for comparing the behavior of the
of expression in elementary gene circuit®) making these various models. These are decisiveness, efficiency, selectiv-
models equivalent in all respects other than their regulatoryty, stability, robustness, and responsiveness. A decisive sys-
parameters(3) identifying a set ofa priori criteria for func-  tem has a sharp threshold for response to substrate. An effi-
tional effectiveness of such circuitgl) analyzing the steady- cient system makes a large amount of product from a given
state and dynamic behavior of the various designs, (&8hd supra-threshold increment in substrate. A selective system
comparing the results to determine which designs are bettgoverns the amount of regulator so as to ensure specific con-
according to the criteria. These steps are outlined next.  trol of effector gene expression. A locally stable system re-

The kinetic models are all special cases of the generiturns to its original state following a small perturbation. A
model that is graphically depicted in Fig. 6. This model,robust system tends to maintain its state despite changes in
which captures the essential features of many actual circuitparameter values that determine its structure. A responsive
includes two transcription units: one for a regulator gene angystem quickly adjusts to changegurther discussion of
another for a set of effector genes. The regulator gene erthese criteria and the means by which they are quantified can
codes a protein that acts at the level of transcription to brinde found elsewher)
about induction, and the effector genes encode the enzymes The steady-state and dynamic behavior of the various
that catalyzes a pathway of reactions in which the inducer isnodels is analyzed by standard algebraic and numerical
an intermediate. The regulator can negatively or positivelynethods, and the results are quantified according to the
influence transcription at the promoter of each transcriptiorabove criteria. Temporal responsiveness is a distinguishing
unit, and these influences, whether negative or positive, cagriterion for effectiveness of these circuits. A comparison of
be facilitated or antagonized by the inducer. A local power-results for models with the various patterns of coupling leads
law representation that describes the regulatable re@ien  to the predicted correlations summarized in Table Il1.
the inclined portioi of the steady-state expression character-  To test these predicted correlations we identified 32 el-

istics in Fig. 8 is the following: ementary gene circuits for which the mode of control was
_ 13w 15y 016 hyy known and for which quantitative data regarding the capaci-
dXy/dt=ay X "X TXg 0= BaX @ ties for regulator and effector gene expression were available

_ U1y 927 hao in the literature. A plot of these data in Fig. 9 shows reason-

AXp/dt= apX, "X BoX, ® bl agreement with the predicted positive slope for the
dXs/dt= asngszxsg?,s_ 33X2h32X3h33, (6) point.s represen.ting circuits with a_positive modg anq the
predicted negative slope for the points representing circuits

dX,/dt= C(4)(3943)(5945x6946_ ,34)(4“44, 7) with a negative mode. Global experiments that utilize mi-

) croarray technology could provide more numerous and po-

dXs/dt= a5X4954X7957— BsXg . (8)  tentially more accurate tests of these predictions.

There are four parameters that characterize the pattern

f . o
regulatory interactionsg;z and g43 quantify influences of % Connectivity and switching

inducerX; on the rate of synthesis of effector mMRN#, and Gene expression can be switched @d OFF in ei-
regulator mMRNAX,, whereasg,s and g,5 quantify influ-  ther a discontinuous dynamic fashion or a continuously vari-
ences of regulatoXg on these same processes. able static fashion in response to developmental or environ-

Downloaded 21 Aug 2003 to 128.111.83.97. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/chaos/chocr.jsp



152 Chaos, Vol. 11, No. 1, 2001 Michael A. Savageau

= 3 ated by the way in which the elements are interconnected.
§ ° This design feature has been examined in simple model cir-
g 5. cuits. The results have led to specific conditions that allow
3 o © one to distinguish between these alternatives, and these con-
% (@) Zﬁgo ditions can be used to interpret the results of experiments
g ki Zﬂﬁ@c \%) 1 with the lac operon ofE. coli.
% 6 - ~/;2g/Z-YA D _ A design prmuple that_dlstmg_wshes betweer! dlsc_on-
2 0————0:—‘& oo\o—o ——————— u- tinuous and continuous SV\_/ltches in a_model for inducible
% e araC- I catabolic pathways$Fig. 10 is the following. If the natural
3 ® — metf a’afl’AD | inducer is the initial substrate of the inducible pathway, or if
0 1 2 3 4 5 it is an intermediate in the inducible pathway, then the switch

will be continuous; if the inducer is the final product of the
inducible pathway, then the switch can be discontinuous or
FIG. 9. Experimental data for the coupling of expression in elementary gen&0ONtiNUOUS, dgpepdmg on an algepralc.condltloln that in-
circuits. The capacity for induction of the effector cascade is plotted on thevolves four kinetic orders for reactions in the circuif
horizontal axis as positive values. The capacity for expression of the regumore general statement of the principle can be given in terms

lator cascade is plotted on the vertical axis as positive valinetiction), . L .
negative valuegrepressiojy or zero(no change in expressipnEffector of the algebra|c condition, as will be shown belpw.

cascades having a positive mode of control are represented as data points A simplified set of equations that captures the essential
with filled symbols and those having a negative mode with open symbolsfeatures of the model in Fig. 10 is the following:
Data show reasonably good agreement with the predictions in Table III.

Log (Effector gene expression)

Xmldt=alB—B1X1, X3<X3|_, (ga)
mental cues. These alternative switch behaviors are clearly g
manifested in the steady-state expression characteristic of the dXi/dt=a1X;"%=B1Xy, Xz <X3<Xap, (9b)
gene. In some cases, the elements of the circuitry appear to
be the same, and yet the alternative behaviors can be gener- dX;/dt=ay—B1X1, X3u<Xs, (90
A B c
Increasing InXy
o X{,mRNA —— o b o .a o -

—Lv Xo, Proteing ———m ¢ $
Xg4, Stimulus mducer —

[ -
b ¢ a
In X3 In X4
D E , F
Increasing InXy
—_ -
Xq, MRNA ——= « .
X x
l = =
Xg, Proteing ——
X4, timulus m
[ —
in X3 In Xy

Increasing InXy
——

X{, MRNA" ——=

By ¥
k= £
Xy, Proteing ——
Xy, Stimulus —— Xz, Im
In Xg In X4

FIG. 10. Simplified model of an inducible catabolic pathway exhibits two types of switch behavior depending upon the position of the inducer gitilee indu
pathway.(a) The inducer is the final product of the inducible pathwdy.The S-shaped curve is the steady-state solution for @ysnd(10). The lines(a,

b, andc) are the steady-state solutions for Etjl) with different fixed concentrations of the stimulXs. The steady-state solutions for the system are given
by the intersections of the S-shaped curve and the straight lines. There is only one intergeational expressionwhen InX,>a; there is only one
intersection(basal expressigrwhen InX,<b. There are three intersections whes In X, =c<a, but the middle one is unstable. The necessary and sufficient
condition for the bistable behavior in this context is that the slope of the straight line be less than the slope of the S-shaped curve at intercesdiat®ne

of the inducerX;, which is the condition expressed in E42). (c) The steady-state induction characteristic exhibits discontinuous dynamic switches and a
well-defined hysteresis loop. Thus, at intermediate concentrations of the stiwlecpression will be at either the maximal or the basal level depending
upon the past history of inductiofd) The inducer is an intermediate in the inducible pathwayThe steady-state solutions for the system are given by the
intersections of the S-shaped curve and vertical lines. There is only one intersection possible for any given concentration of(fgtiffdusteady-state
induction characteristic exhibits a continuously changing static swigghThe inducer is the initial substrate of the inducible pathwy.The steady-state
solutions for the system are given by the intersections of the S-shaped curve and the lines of negative slope. There is only one intersectiongrossible f
given concentration of stimulugi) The steady-state induction characteristic exhibits a continuously changing static switch.
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TABLE IV. Summary of predictions relating type of switch behavior to the connectivity in the model inducible
circuit of Fig. 10.

Connection from

Figure Stimulus Inducer Transport inducible pathway Switch

10(d) IPTG IPTG Constitutive None Static

10(a) IPTG IPTG Inducible Product Dynamic

10(d) Lactose Allolactose Inducible Intermediate Static

10(g) Allolactose Allolactose Constitutive Substrate Static
dX,/dt=a,X;— BoXs, (10 that of the product for the inducible pathway, theg=0

. e and the conditions in Eq12) can be satisfied provideg);

dXs/dt= a3X232X434— ,83X232X333. (11 >hg3/ Q3.

The variablesX,, X,, X5, andX, represent the concentra- .The values of the' parameters in this model have been
tions of polycistronic mMRNA, a coordinately regulated set ofeslt_'rﬂ)atid from ei(perlmenr;tal df_:ltha I]or thag: operon bofE_ |
proteins, inducer, and stimulus, respectively. This is a pieceSCll- These results, together with these data, can be used to
wise power-law representatiofsee Appendix of Ref. 27 interpret four experiments mvolvmg_ the qrcmtry of thec

that emphasizes distinct regions of operation. There is a corfP€ron(see Table IV and the following discussion

stant basal level of expression when inducer concentration 'St if thelac operon is induced with the nonmetabo-
X is lower than a valués, ; there is a constant maximal lizable (_gratunous _mducer_ |sop_ropy18, D—thlogalactos,lde_
level of expression when inducer concentration is highel!PTG) in a cell with the inducible Lac permease protein,
than a valueXsy ; there is a regulated level of expression then the model is as shown in Fig.(&0 In this caseX, is

(with cooperativity indicated by a value of the parametertn® concentration of polycistronlac mRNA, X; is the con-
g1s>1) when inducer concentration is between the value$entration of the Lac permease protein along (as no

X4, and X . All parameters in this model have positive influence on the degradation of the inducey), X; is the
values. intracellular concentration of IPTG, ang, is the extracellu-

The position of the natural inducer in an inducible path-'ar concentration of IPTG. With the parameter values from

way has long been known to have a profound effect on théh€ 1ac operon, the conditions in Ed12) are satisfied be-
local stability of the steady state when the system is operaf@UseNss=1 (aggregate loss by all causes in exponentially
ing on the inclined portiotti.e., the regulatable regipof the ~ growing cells is first order gs,=1 (enzymatic rate is first
steady-state expression characterigfig. 8, right panel?’ order with respect to the concentration of total enzymed

As the position of the natural inducer is changed from thed1s=2 (the Hill coefficient oflac transcription with respect
initial substratdFig. 10g)], to an intermediat¢Fig. 10d)]  © the concentration of inducer is second ojder

to the final producfFig. 10a)] of the inducible pathwayall Second, if thdac operon is induced with the gratuitous
other parameters having fixed valjethe margin of stability inducer IPTG in a cell without the Lac permease protein,
decreases. In this progression the single stable steady stafen the inducer IPTG is not acted upon by any of the protein
[Fig. 10h)] can undergo a bifurcation to an unstable Stead)products of the operon. In this casg, is the concentration
state flanked by two stable steady stdfeig. 10b)], which of polycistronic lac mRNA, X, is the concentration of
is the well-known cusp catastrophe characteristic of a dy/f-galactosidase protein alon&{ has no influence on either

namic ON—OEFE switc/At the synthesis or the degradation of the indu¢gy, X5 is the
The critical conditions for the existence of multiple intracellular concentration of IPTG, and, is the extracellu-
Steady states and a dynamic switch are given by lar concentration of IPTG. The conditions in E(q.2) now
cannot be satisfied becaugg=h,;=0 and all other param-
913>h33/(g3—h3y) and gs>hs,. (12 eters are positive. This is an open-loop situation in which

In general, the inducible proteins must have a greater influexpression of the operon is simply proportional to the rate of
ence on the synthesig{,) than on the degradatiorn§,) of  transcription as determined by the steady-state concentration
the inducer. These conditions can be interpreted, accordingf intracellular IPTG, which is proportional to the concentra-
to conventional assumptions, in terms of inducer position irtion of extracellular IPTG.

the pathway. If the position of the true inducer is functionally =~ Thus, the kinetic model accounts for two important ob-
equivalent to that of the substrate for the inducible pathwayservations from previous experiments. It accounts for the
thengs,=0 and the conditions in Eq12) cannot be satis- classic experimental results of Novick and Wefém which
fied. If the position is functionally equivalent to that of the they observed a discontinuous dynamic switch with hyster-
intermediate in the inducible pathway, the kinetic orders foresis. They induced thiac operon with a gratuitous inducer
the rates of synthesis and degradation of the intermediate atbat was transported into the cell by the inducible Lac per-
the same with respect to the enzymes for synthesis and degiease, was diluted by cellular growth, but was not acted
radation, and these enzymes are coordinately induced, themon by the remainder of the inducible pathway. Hence, the
03,=hg, and again the conditions in E¢L2) cannot be sat- gratuitous inducer occupied the position of final product for
isfied. However, if the position is functionally equivalent to the inducible pathwayin this case simply the Lac permease
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step, and the model predicts dynamic bistable switch behavregime for the effector gene in question and that its expres-
ior similar to that depicted in Figs. i and 1@Qc). The sion was controlled by a single regulator. Here | review the
kinetic model also accounts for the classic experimental regquantitative version of demand theory and include consider-
sults of Sadler and NoviéR in which they observed a con- ation of genes exposed to more than one demand regime and
tinuous static switch without hysteresis. In their experimentsontrolled by more than one regulator.

they used a mutant strain &. coli in which thelac per-

mease was inactivated and they inducedl#tweoperon with 1. Life cycle provides the context for gene control

a gratuitous inducer. In this system, the inducer is not acted podels that include consideration of the organism’s life
upon by any part of the inducible pathway, the extracellularcyde' molecular mode of gene control, and population dy-
and intracellular concentrations of inducer are proportionalpgmics are used to describe mutant and wild-type popula-
and the model predicts a continuous static switch similar tjons in two environments with different demands for expres-
that depicted in Figs. 16) and 1Gf). The model in Fig. 10  sjon of the genes in question. These models are analyzed
also makes two other predictions related to the position ofyathematically in order to identify conditions that lead to
the natural inducer in the inducible pathway. either selection or loss of a given mode of control. It will be

First, if the lac operon is induced with lactose in a cell shown that this theory ties together a number of important
with all the inducible Lac pl’oteins intact, then the model iSVariab|eS, induding growth rates, mutation rates, minimum
as shown in Fig. 1@). In this caseX; is the concentration and maximum demands for gene expression, and minimum
of polycistroniclac mRNA, X, is the concentration of the and maximum durations for the life cycle of the organism. A
Lac permease protein as well as the concentration of thgsst of the theory is provided by thac operon ofE. coli.
B-galactosidase proteifwhich catalyzes both the conversion  The life cycle ofE. coliinvolves sequential colonization
of lactose to allolactose and the conversion of allolactose t@f new host organisn&, which means repeated cycling be-
galactose and glucogeXs is the intracellular concentration tween two different environmenf§igs. 11a) and 11b)]. In
of allolactose, andX, is the extracellular concentration of one, the upper portion of the host’s intestinal track, the mi-
lactose. In steady state, the sequential conversion of extracejrobe is exposed to the substrate lactose and there is a high
lular lactose to intracellular lactog®y Lac permeaseand  demand for expression of tHac operon, and in the other,
intracellular lactose to allolactosy B-galactosidasecan  the lower portion of the intestinal track and the environment
be represented without loss of generality as a single processternal to the host, the microbe is not exposed to lactose
because these two proteins are coordinately expressegnd there is a low demand fésic expression. The average
Again, the conditions in Eq(12) cannot be satisfied. In this time to complete a cycle through these two environments is
casegys=hys=1 and all other parameters are positive finite,defined as the cycle tim&;, and the average fraction of the
and the model predicts a continuous static switch similar taycle time spent in the high-demand environment is defined
that depicted in Figs. 16) and 10f). as the demand for gene expressibn|Fig. 11(c)].

Second, if thdac operon is induced with allolactose, the The implications for gene expression of mutant and
natural inducer, in a cell without the Lac permease proteinwild-type operons in the high- and low-demand environ-
then the model is as shown in Fig.(@R In this caseX; is  ments are as follows. The wild-type functions by turning on
the concentration of polycistronlac mMRNA, X, is the con-  expression in the high-demand environment and turning off
centration of theg-galactosidase protein aloriehich cata-  expression in the low-demand environment. The mutant with
lyzes the conversion of allolactose to galactose and glicosea defective promoter is unable to turn on expression in either
X5 is the intracellular concentration of allolactose, afidis  environment. The mutant with a defective modulaimr de-
the extracellular concentration of allolactose. The conditiongective regulator proteinis unable to turn off expression
in Eq. (12) cannot be satisfied. In this cag;=0 and all  regardless of the environment. The double mutant with de-
other parameters are positive, and the model predicts a coffects in both promoter and modulator/regulator behaves like
tinuous static switch similar to that represented in FigghllO the promoter mutant and is unable to turn on expression in
and 1Qi). either environment.

The fact that the kinetic model of thac operon predicts The sizes of the populations are affected by the transfer
a continuous static switch in response to extracellular lactoseate between populations, which is the result of mutation,
led us to search the literature for the relevant experimentaind by the growth rate, which is the result of overall fitness.
data. We were unable to find any experimental evidence fofhe transfer rates depend on the mutation rate per base and
either a continuous static switch or a discontinuous dynamion the size of the relevant target sequence. The growth rate
switch in response to lactose, which comes as a surpriséor the wild type is greater than that for mutants of the modu-
Despite the long history of study involving thac operon, lator type in the low-demand environment; these mutants are
such experiments apparently have not been reported. Expeselected against because of their superfluous expression of an
ments to test this prediction specifically are currently beingunneeded function. The growth rate for the wild type is
designed and carried og@tkinson and Ninfa, unpublished greater than that for mutants of the promoter type in the

results. high-demand environment; these mutants are selected
. against because of their inability to express the needed func-
D. Context and logic tion
In the qualitative version of demand thed8ec. IV A) it Solution of the dynamic equations for the populations

was assumed for simplicity that there was a constant demaraycling through the two environments yields expressions in
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A B p Ea TABLE V. Summary of experimental data and model predictions based on
/_\ tesgeModutator conditions for selection of thiac operon inEscherichia coli
H L [
\/‘ E ::: ?” Characteristic Experimental data Model predictions
o] +4r
" el / Intestinal transit time 12-48 h 26 h
el Lifetime of the host 120 years 66 years
E 1E+8 Re-colonization rate 2-18 months 4 months
g 1E+7F
:éj 1E+6[-
Lactase L % 1E+5}
\ g el A trate on the conditions for selection of the specific control by
/ o — Lac repressor. This was a simplifying assumption; in the
F s= more general situation, both the specific control by Lac re-
85 e pressor and the global control by CAP-cAMP activator must
¢ " L H L ~§§ /A\ be taken into consideration. The analysis becomes more
e —t f 52 = complex, but it follows closely the outline of the simpler
e H‘m - T case in Sec. IVD 1.
¢ “TEIilitea By extension of the definition for demarid, given in
D Sec. IVD 1, one can define a period of demand for the ab-

FIG. 11. Life cycle ofEscherichia coliand the demand for expression of its S€NCE of repress@, a period (?f demand for the presence of
lac operon.(a) Schematic diagram of the uppérigh demanyiand lower  activatorE, and a phase relationship between these two pe-
(low demandl portions of the human intestinal tradk) Life cycle consists  riods of demandF. By extension of the analysis in Sec.

of repeated passage between environments with high- and low-demand f . . . S
lac gene expressior(c) Definition of cycle timeC and demand for gene ?{/ D 1, solution of the dynamlc equations for wild type and

expressionD. (d) Region in theC vs D plot for which selection of the ~Mutant populations cycling through the two environments
wild-type control mechanism is possibl@) Rate of selection as a function yields expressions i€, G, E, andF for the threshold, extent,

of demand.(f) Extent of selection as a function of demand. See text forgng rate of selection that apply to the wild-type control
di ion. .
seussion mechanism.
The threshold for selection is now an envelope surround-

C andD for the threshold, extent, and rate of selection thatd @ “mound” in four-dimensional space with cycle tint
apply to the wild-type control mechanisthThe threshold &S & function of the three paramet@sk, andF; only sys-
for selection is given by the boundary of the shaded region ilems with values that fall within this envelope are capable of
Fig. 11(d); only systems with values of and D that fall being selected. The rate and extent of selection exhibit opti-
within this region are capable of being selected. The rate an@1Um values as before, but these now occur with a specific

extent of selection shown in Figs. (Bl and 11f) exhibit ~combination of values fo6, E, andF. The values ofG, E,
optimum values for a specific value Bf and F that yield the optima represent a small period when

Application of this quantitative demand theory to fae ~ "€Pressor is absent, an even smaller period when activator is
operon ofE. coliyields several new and provocative predic- 2PSent, and a large phase period between them. The period
tions that relate genotype to phenotyii&he straight line in  When repressor is absent corresponds to the period of expo-
Fig. 11(d) represents the inverse relationst@p=3/D that ~ SUre o lactosé~0.36% of the cycle time Within this pe-
results from fixing the time of exposure to lactose at 3 h,i0d (but shifted by~0.20% of the cycle timethere is a
which is the clinically determined value for humdig8The ~ Shorter period when activator is absém0.14% of the cycle
intersections of this line with the two thresholds for selectionliM®): this corresponds to the presence of a more preferred

provide lower and upper bounds on the cycle time. Theb@rPon source that lowers the level of CAMP.
lower bound is approximately 24 h, which is about as fast as 1 1€Se relationships can be interpreted in terms of expo-

the microbe can cycle through the intestinal track withoutSU"® t0 lactose, exposure to glucose, and expression of the
colonization®®-5! The upper bound is approximately 70 lac operon as shown in Fig. 12. AS colienters a new host,

years, which is the longest period of colonization withoutPasses through the early part of the intestinal track, and is
cycling and corresponds favorably with the maximum life €XP0Sed to lactose, ttiac operon is induced and the bacteria
span of the hos® The optimum value for the cycle time, as &€ able to utilize Ia<_:tose as a Carbon_ source. During this
determined by the optimum value for demafftbm Figs. period the operator _S|te_: of tHac operon is free of the Lac
11(e) and 11f)], is approximately four months, which is repressor. At the point in the small intestine where the host’s

comparable to the average rate of recolonization measured |CtaS€ enzymes are localized, lactose is actively splitinto its
human$3-55A summary of these results is given in Table V constituent sugars, glucose and galactose. This creates a
rapid elevation in the concentration of these sugars in the

environment ofE. coli. A period of growth on glucose is
initiated, and this is accompanied by catabolite repression
The analysis in Sec. IVD 1 assumed that whencoli  and lactose exclusion from the bacteria. During this period
was growing on lactose there was no other more preferrethe initiator site of thdac operon is free of the CAP-cCAMP
carbon source present. Thus, the positive CAP-cAMPactivator, transcription of thiac operon ceases, and the con-
regulator® was always present, and we could then conceneentration of 3-galactosidase is diluted by growth. During

2. Logic unit and phasing of lac control
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F . many not so well-documentgdariations in design that still
— [ A are not understood. For example, why is the positive mode of
L ... control in some cases realized with an activator protein that
! 7 facilitates transcription of genes downstream of a promoter,
c \/ and in other cases with an antiterminator protein that facili-

tates transcription of genes downstream of a terminator?

There are many examples of each, but no convincing expla-

nation for the difference. Thus, the elements of design and
Lactose the variations | have reviewed in Sec. Il provide only a start;
exposure _J__|— there is much to be done in this area.
Glucose |____.[ For the comparative analysis of alternative designs we
exposure require a formalism capable of representing diverse designs,
b-galactose tractable methods of analysis for characterizing designs, and
expression _I_I_ﬂ__ a strategy for making well-controlled comparisons that re-
veal essential differences while minimizing extraneous dif-
ferences. As reviewed in Sec. lll, there are several arguments
FIG. 12. Optimal duration and phasing of the action by the posiP-  that favor the power-law formalism for representing a wide
CAMP) and negative(Lacl) regulators ofg-galactosidase expression. The spectrum of nonlinear systems. In particular, the local
signal on the top line represents the absence of repressor bindinglaethe g_gystem representation within this formalism not only pro-
operator site, the signal on the second line represents activator binding to the ..
lac initiator site. The cycle timeC is the period between the vertical lines, vides reasonably accurate descrlptlons but also possesses a
and the relative phasing is shown BsAn expanded view of the critical tractable structure, which allows explicit solutions for the
region.gives an inte_rpretation in terms of exposure to Iactos_e anq glucose #teady state and efficient numerical solutions for the dynam-
]?Oe:céfsrﬁjggz?he site of the lactase enzymes in the small intestine. See t%ts Explicit steady-state solutions are used to make math-

ematically controlled comparisons. Constraining these solu-
tions provides invariants that eliminate extra degrees of

this period the glucose in the intestine is also rapidly abfreedom, which otherwise would introduce extraneous differ-

sorbed by the host. Eventually, the glucose is exhausted, tHices into the comparison of alternatives. The ability to pro-
CAP-cAMP activator again binds the initiator site of tae ~ Vide such invariants is one of the principle advantages of
operon, and the residual lactose that escaped hydrolysis B4ging the local S-system representation. Two other formal-
the host’s lactase enzymes causes a diminished secondd®s with this property are the linear representation and the
induction of the bacterialac operon. Finally, the lactose is Volterra—Lotka representation, which is equivalent to the
exhausted, the Lac repressor again binds the operator site iiear representation for the steady state. However, these rep-
the lac operon, and the microbe enters the low-demand entesentations yield linear relations between variables in steady

Time, hrs _—

vironment and colonizes the host. state, which is less appropriate for biological systems in
The quantitative version of demand theory integrates inwhich these relationships are typically nonlinear.
formation at the level of DNAmutation rate, effective target The utility of these methods for studying alternative de-

sizes for mutation of regulatory proteins, promoter sites, angigns ultimately will be determined by the degree to which
modulator sitels physiology(selection coefficients for super- their predictions are supported by experimental evidence.
fluous expression of an unneeded function and for lack ofor this reason it is important that the methods consider an
expression of an essential functjpmnd ecology(environ-  entire class of systems without specifying numerical values
mental context and life cycleand makes rather surprising for the parameters, which often are unknown in any case.
predictions connected to the intestinal physiology, life spanPredictions achieved with this approach then can be tested
and recolonization rate of the host. There is independent exagainst numerous examples provided by members of the
perimental data to support each of these predictions. class. If the methods were to focus upon a single system with

Finally, when the logic of combined control by CAP- specific values for its parameters, then there would be only
cAMP activator and Lac repressor was analyzed, we founthe one example to test any hypothesis that might be con-
an optimum set of values not only for the exposure to lacceived. The symbolic approach also allows one to compare
tose, but also for the exposure to glucose and for the relativefficiently many alternatives including ones that no longer
phasing between these periods of exposure. The phasing prexist (and so values of their parameters will never be
dicted is consistent with the spatial and temporal environknown), which often is the case in trying to account for the
ment created by the patterns of disaccharide hydrolysis an@volution of a given design, or that hypothetically might be
monosaccharide absorption along the intestinal tract of thBrought into existence through genetic engineering. The four
host. design principles reviewed in Sec. IV illustrate the types of
results that have been obtained when the methods in Sec. Il
are applied to some of the elements of design described in
Sec. Il.

Although biological principles that govern some varia- First, we examined the two modes of control in elemen-
tions in design have been identifiée.g., positive vs nega- tary gene circuit§Sec. IV A). Qualitative arguments and ex-
tive modes of contrg) there are other well-documentéehd  amples were used to demonstrate the validity of demand

V. DISCUSSION
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theory for the regulator—modulator component of controltime, and recolonization rate. When the logic unit involving
mechanisms. The same approach also can be used to accoth# two relevant regulators was included in the analysis it
for the alternative forms of the promoter component. In ei-also yielded predictions for the relative phasing of the envi-
ther case, the qualitative arguments are based on extremnenmental cues involved itac operon induction.
cases where the demand is clearly high or low. One would Is there anything common to these successful explana-
like to quantify what is meant by demand, to know how hightions of design that might be useful as a guide in exploring
it must be to select for the positive mode of control or aother variations in design? Two such features come to mind.
low-level promoter, and to know how low it must be to se- First, each of the examples involved a limited number of
lect for the negative mode of control or a high-level pro- possible variations on a theme: two modes of control, three
moter. The quantitative version of demand theory reviewegatterns of coupling, two types of switches. This meant that
in Sec. IV D specifically addresses these issues. only a small number of cases had to be analyzed and com-
Second, we examined the three patterns of coupling ipared, which is a manageable task. If there had been many
elementary gene circuitéSec. IV B). It was their dynamic variations in each case, then one would have no hope of
properties that proved to be distinctive. Establishing the dyfinding a simple underlying rule that could account for all the
namic differences required efficient numerical solutions ofvariations, and one might never have considered analyzing
the differential equations and a means to reduce the dimerand comparing all of the possibilities. Second, each case
sion of the search in order to explore fully the parametercould be represented by a set of simple equations whose
space. The results in Sec. IV B illuminate an area of experistructure allowed symbolic analysiand exhaustive numeri-
mental work that needs greater attention. For example, theal analysis when necessary¥his permitted the use of con-
data in Fig. 9 were obtained from individual gene circuits astrolled mathematical comparisons, which led to the identifi-
a result of labor-intensive studies designed for purposesation of clear qualitative differences in the behavior of the
other than quantitative characterization of the steady-statelternatives. Thus, it might prove fruitful in the future to look
induction characteristics for effector and regulator cascadegor instances where these features present themselves.
The data often are sketchy and subject to large errors, par- In this context, we must acknowledge the fundamental
ticularly in the case of regulator proteins, which generally arerole of accident in generating the diversity that is the sub-
expressed at very low levels. Genomic and proteomic apstrate for natural selection. Thus, there undoubtedly will be
proaches to the measurement of expression should providexamples of recently generated variations in design for
data for a much larger number of elementary gene circuitswhich there will be no rational explanation. Only in time will
However, these approaches also have difficulty measuringatural selection tend to produce designs that are shaped for
low levels of expression, and so technical improvements wilkpecific functions and hence understandable in principle.
be needed before they will be able to quantify expression of  Finally, will the understanding of large gene networks
regulator genes. require additional tools beyond those needed for elementary
Third, we examined various forms of connectivity that gene circuits? Although we have no general answer to this
link the inducer to the transcription unit for an inducible question, there are three points having to do with network
catabolic pathway and showed that two different types oftonnectivity, catalytic versus stoichiometric linkages, and
switching behavior resultSec. IVQ. The analysis ofac  time-scale separation that are worthy of comment.
circuitry in this regard focused attention on a long-standing  First, the evidence suggests, at least for bacteria, that
misconception in the literature, namely, that operon ex- there are relatively few connections between elementary
pression normally is an all-or-none phenomenon. While congene circuits(see Sec. Il D This probably explains the ex-
tinuously variable induction of the lactose operon might beperimental success that has been obtained by studying the
appropriate for a catabolic pathway whose expression caregulation of isolated gene systems. Had there been rich in-
provide benefits to the cell even when partially induced, aeractions among these gene systems, such studies might
discontinuous induction with hysteresis might be more aphave been less fruitful. Low connectivity also suggests that
propriate for major differentiation events that require a defi-the understanding of elementary circuits may largely carry
nite commitment at some point. The wider the hystereticover to their role in larger networks and that the same tools
loop the greater the degree of commitment. The width of themight be used to study larger networks.
loop tends to increase with a large capacity for induction  Second, catalytic linkages between circuits are less prob-
(ratio of maximum to basal level of expressiphigh loga- lematic then stoichiometric linkages, at least for the analysis
rithmic gain in the regulatable regidihigh degree of coop- of steady-state behavior. Elementary circuits can be linked
erativity), and substrates for the enzymes in the pathway opeatalytically without their individual properties changing ap-
erating as near saturation as compatible with switching.  preciably, because the molecules in one circuit acting cata-
Fourth, we examined the context of gene expression anlytically on another circuit are not consumed in the process
developed a quantitative version of demand the@gc. of interaction. Such a circuit can have a unilateral effect on a
IVD). In addition to providing a quantitative measure of second circuit, without having its own behavior affected in
demand, the results define what high and low mean in termthe process. This permits a modular block-diagram treat-
of the level of demand required to select for the positive orment, which makes use of the results obtained for the indi-
the negative mode of control and for low- or high-level pro-vidual circuits in isolation, to characterize the larger net-
moters. This analysis also predicted new and unexpectedork. (This is analogous to the well-known strategy used by
kinds of information, such as intestinal transit time, host life-electronic engineers, who design operational amplifiers with
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